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Abstract—In this paper, we consider unmanned aerial vehicle

(UAV)-aided downlink communication using a rotatable array
of directional antennas such as half-wavelength dipoles. The
antenna array is mounted onboard the UAV using a gimbal
and can be flexibly rotated in the three-dimensional (3D) space.
As such, the directional gain pattern of dipoles and the array
beamforming can be both best exploited to facilitate efficient
information transmission to multiple low-priority (or secondary)
users while mitigating co-channel interference for another high-
priority (or primary) user coexisting with but not served by
the UAV. Assuming that the direction of the high-priority user
is known, we jointly optimize the electrical beamforming and
mechanical steering of the rotatable dipole array for maximizing
the weighted sum-rate achievable by the low-priority users while
minimizing the interference power radiated in the direction of
the high-priority user. The formulated optimization problem
is nonconvex and generally intractable. Exploiting its special
problem structure, we decompose the problem into several convex
and manifold optimization subproblems and further propose
a low-complexity iterative algorithm based on proximal block
coordinate descent for solution. Our simulation results verify the
convergence of the proposed algorithm. Moreover, compared with
systems employing non-rotatable and rotatable arrays of isotropic
antennas, the rotatable dipole array can flexibly adjust the gain
patterns in different azimuth and elevation angles to increase the
communication throughput by up to 300% and 77%, respectively.

I. INTRODUCTION

Unmanned aerial vehicles (UAVs) have enabled a plethora
of applications in wireless communications [1]. However,
UAVs usually suffer from limited size, weight and power
(SWAP), and scarce radio resources for communication. More-
over, since the UAVs are elevated and can flexibly move in
the air, they may cause strong line-of-sight (LoS) interference
to terrestrial/aerial users and base stations (BSs) [2]. Further,
when communication secrecy is considered, such LoS chan-
nels may unfavorably cause data leakage with a high likelihood
[3]. Consequently, how to efficiently, reliably, and securely
connecting the growing number of UAVs or exploiting them
as aerial BSs/relays within the sixth-generation (6G) cellular
networks has been a significant research challenge.

In the existing literature, beamforming using arrays of
isotropic antennas [4]–[9] and beam shaping by directional
antennas [10]–[13] are two key techniques to tackle the
aforementioned challenges. With an onboard antenna array,
the UAVs can exploit beamforming or joint optimization of
beamforming and trajectory planning to enhance the received
signal power while mitigating undesired interference [4]–[8].
Due to the SWAP constraint, however, only a small number of
antennas can usually be deployed on a UAV, which limits the
spatial degrees of freedom (DoFs) for both signal transmission
and interference/leakage mitigation. In [9], the authors con-
sidered power-efficient cooperative multiple-input multiple-
output (MIMO) transmissions using multiple UAVs, each with
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a small antenna array, to increase the spatial DoFs while at
the cost of increased complexity for UAV coordination. Note
that isotropic antennas are only ideal mathematical models and
do not exist in practical systems. Hence, other works [10]–
[13] as well the third Generation Partnership Project (3GPP)
Release 18 [1] have also considered high-gain directional
antennas with a compact form for small UAVs. Exploiting
the directional antenna gain pattern, narrowly focused beams
are generated to enhance communication while minimizing
interference radiated from side-lobes. However, due to its
small coverage area, the use of single directional antenna may
jeopardize network connectivity of the UAV.

Motivated by the research gaps in [4]–[13], this paper aims
to extend the beamforming technique in [4]–[8] to UAVs
with arrays of directional antennas such as half-wavelength
dipoles, instead of isotropic antennas. The interesting research
question here is how to best exploit the beam shaping by
directional antenna elements and the beamforming over the
antenna array. Inspired by radar antennas, rather than fixing
the antenna/array orientation [4]–[13], we newly consider
three-dimensional (3D) rotation of the dipole array enabled by
controlling either the UAV’s orientation or a gimbal mounted
in the UAV. As such, the proposed rotatable dipole array can
adjust both the antenna and array gain patterns to optimize
the overall antenna gain pattern, which is the product of the
former two patterns according to the antenna theory (i.e.,
the pattern multiplication principle [14]). Note also that the
rotatable dipole array can be particularly beneficial when the
UAV employs a small antenna array or flies in a confined space
or along a fixed path in normal and emergency communication
scenarios.

To maximize the performance benefits, we jointly optimize
the electrical beamforming and 3D mechanical steering of the
rotatable dipole array for maximizing the weighted sum-rate
(WSR) while minimizing the radiated interference power. The
resulting optimization problem is much more challenging to
solve than those in [4]–[8], particularly due to the 3D rotation
of the dipole array. To overcome this obstacle, we decompose
the problem into several convex and manifold optimization
subproblems, and further propose a low-complexity iterative
solution tailored to its problem structure. To the best of
our knowledge, neither such rotatable antenna array nor its
beamforming/rotation optimization has been considered for
(aerial) communication yet. Our contributions are as follows:

• We consider joint electrical beamforming and 3D me-
chanical steering using a rotatable dipole array deployed
at a UAV for advanced aerial communication and inter-
ference mitigation in the downlink.

• We formulate a nonconvex optimization problem for
maximizing the WSR while minimizing the interference
power. We further propose a low-complexity iterative
algorithm based on the proximal block coordinate descent
(BCD) and manifold optimization to solve the optimiza-
tion problem.
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Fig. 1. System model of UAV-aided multiuser communication system.

• Simulation results verify the convergence of the proposed
algorithm and show that the rotatable dipole array signif-
icantly outperforms the non-rotatable and rotatable arrays
with isotropic antenna elements, particularly in scenarios
of strong interference, e.g., when users see the same
azimuth angle from the UAV.

In the remainder of this paper, we present the system
model in Section II. The joint optimization problem of antenna
steering and beamforming is formulated and solved via the
proposed iterative algorithm in Sections III and IV, respec-
tively. Section V provides the simulation results and finally,
Section VI concludes the paper.

Notation: Throughout this paper, matrices and vectors are
denoted by boldface capital and lower-case letters, respec-
tively. Cm×n and Rm×n denote m × n complex- and real-
valued matrices, respectively. j =

√
−1 is the imaginary

unit of a complex number and ∥·∥ is the l2-norm of a
vector. AT and AH are the transpose and complex conjugate
transpose of matrix A, respectively. a ◦ b is the Hadamard
product of vectors a and b, and unit(a) = ( a1

|a1| , · · · ,
an

|an| )

forms a vector with unit-norm elements. Finally,
−→
A and −→a

denote a displacement vector and its unit direction vector,
respectively, which are directional as indicated by −→· and
satisfy −→ak =

−→
Ak/∥

−→
Ak∥.

II. SYSTEM MODEL

We consider the downlink of a UAV-aided multiuser
communication system as shown in Fig. 1. A rotary-wing
UAV located at position (x, y,H) aims to transmit data to
K low-priority (or secondary) ground/aerial users (though
ground/aerial BSs may also be low-priority users, they are ig-
nored here for clarity of presentation). User k is located at po-
sition (xk, yk, zk), k = 1, ...,K. However, a high-priority (or
primary) user K+1 located at position (xK+1, yK+1, zK+1),
letting it be e.g. another roaming UAV in the air or a coexisting
ground BS, may suffer from strong LoS co-channel interfer-
ence caused by the UAV. To enhance the signal reception of
the low-priority users while mitigating interference to the high-
priority user, the UAV employs a rotatable uniform linear array
(ULA) with N half-wavelength dipoles for transmit beam-
forming. Meanwhile, we assume that each user is equipped
with a single isotropic receive antenna.
A. 3D Channel Model for Rotatable Dipole Array

As the UAV is elevated, we consider LoS channels between
the UAV and all users [9]. The channel between the UAV and
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Fig. 2. Relative azimuth and elevation angles of user k.

ground user k is modeled as

hk =
√
β

∥−→Dk∥
· ak, (1)

where β is the reference value of path loss at unit distance,−→
Dk = (xk − x, yk − y, zk −H)T ∈ R3×1 is the displacement
vector from the UAV to user k, and ak ∈ CN×1 is the steering
vector of the UAV’s antenna array. We assume that all users
are located in the far field of the UAV. Taking the radiation
pattern of the dipoles into account, ak is given according to
the pattern multiplication principle [14] as

ak = fe(θk) · (1, ej
2π
λ d·cosφk , · · · , ej(N−1) 2π

λ d·cosφk)T , (2)

where λ is the carrier frequency and d is the separation of
adjacent dipoles in the array. θk and φk are the angles of user
k seen with respect to (w.r.t.) the dipole axis and the array
axis, respectively, as illustrated in Fig. 2. For convenience,
θk and φk are referred to as the elevation and azimuth angle
of user k, respectively, even when the antenna array changes
its orientation. Finally, fe(θk) accounts for the directional
dependence of the electric field in each dipole with

fe(θk) =
cos
(
π
2 cos θk

)

sin θk
α, (3)

where α is a normalization coefficient to ensure that the same
total power is radiated in all elevation angles as the ULA with
isotropic elements, i.e., 1

2π

∫ π

−π
f2
e (θk)dθk = 1.

However, it is inconvenient to optimize θk and φk in a
straightforward manner, since they are dependent variables and
the dependence is difficult to capture for an arbitrary location
of user k. Instead, we introduce orthogonal unit vectors −→r a ∈
R3×1 and −→r d ∈ R3×1, where

∥∥−→ra
∥∥ = 1,

∥∥−→rd
∥∥ = 1, and−→r T

a · −→r d = 0, to denote the direction of the array axis and
that of the dipole axis, respectively, cf. Fig. 2. We have

cosφk =
−→
d

T

k · −→r a (4)

cos θk =
−→
d

T

k · −→r d, (5)

and
−→
d k =

−→
Dk/∥

−→
Dk∥ is the unit direction vector of user k

seen from the UAV.

B. Signal Model and Performance Metrics

Let wk ∈ CN×1 be the transmit beamforming vector for
the low-priority user k, k = 1, . . . ,K. The transmit signal of



the UAV is given as

s =
∑K

k=1
wk · sk, (6)

where sk ∈ C is the data symbol intended for user k and
E[|sk|2] = 1, for all k = 1, ...,K. As a result, the received
signal of user k is given by

yk = hH
k

∑K

k=1
wk · sk + nk. (7)

In (7), nk denotes the effective noise plus interference (gen-
erated from e.g. the high-priority user and the environment)
received at user k and is modeled as a Gaussian random
variable with zero mean and variance σ2

k, for all k = 1, ...,K.
The achievable rate of user k in bps/Hz is

Rk = log2

(
1 +

|hH
k wk|2∑K

m=1,m ̸=k |hH
k wm|2 + σ2

k

)
. (8)

Meanwhile, the interference power radiated towards the high-
priority user is given by

PI =
∑K

k=1

∣∣wH
k aK+1

∣∣2 , (9)

where aK+1 is the steering vector of the dipole array towards
the high-priority user K + 1, cf. (2).

Remark 1: In (9), aK+1 and PI depend only on the direction
of the high-priority user, θK+1 and φK+1. That is, the user
may locate at any point along

−→
dK+1 and its exact position is

unknown to the UAV. This differs from interference mitigation
in cognitive radio and ground cellular networks which aims
to suppress the received interference power of the users by
assuming knowledge of the interference channel. But our
problem formulation and solution proposed in Sections III
and IV can also be easily extended to the latter case.

III. PROBLEM FORMULATION AND TRANSFORMATION

A. Problem Formulation

In (8) and (9), the beamforming vector wk and the antenna
steering vector ak, the latter further depending on the orienta-
tion {−→ra,−→rd} of the dipole array, are tightly coupled with each
other to jointly determine the achievable rate Rk and radiated
interference power PI. To exploit the benefits of the rotatable
dipole array, we consider joint electrical beamforming and
mechanical steering for maximization of the WSR of the low-
priority users and minimization of interference power radiated
toward the high-priority user. To this end, we assume that the
positions of all low-priority users and the direction of the high-
priority user are known to the UAV a priori. The resulting
optimization problem is formulated as

(P1) maximize
wk,

−→ra,
−→rd

∑K

k=1
αk ·Rk − αK+1 × PI

subject to C1: ∥wk∥2 ≤ Pk, k = 1, ...,K

C2:
∥∥−→ra

∥∥ = 1,

C3:
∥∥−→rd

∥∥ = 1,

C4: −→raT · −→rd = 0.

(10)

where αk is the weight of achievable rate and radiated inter-
ference power with αk ∈ [0, 1] and

∑K+1
k=1 αk = 1. In problem

(P1), constraint C1 limits the maximal transmit power allow-
able for low-priority user k by Pk, where

∑K
k=1 Pk = Pmax

and Pmax is the total transmit power of the UAV. In this paper,
Pk is given a priori. But Pk can also be optimized using
our problem formulation and solution. Constraints C2 and C3
enforce that −→ra and −→rd are unit direction vectors. Finally, C4
ensures that −→ra and −→rd are orthogonal to each other, due to
the geometry of the considered ULA, cf. Fig. 2.

Problem (P1) is nonconvex as the objective function is non-
concave and the constraints C2, C3 and C4 on array orientation
are nonconvex. This type of problem is generally NP-hard, for
which no efficient polynomial-time algorithms are known to
optimally solve problem (P1) [9]. In the following, we will
show that constraints C2, C3 and C4 have a special man-
ifold structure, which can be exploited to facilitate real-time
resource allocation via manifold optimization. Particularly, we
will solve (P1) by proposing a low-complexity suboptimal
algorithm which employs the proximal BCD and manifold op-
timization techniques to tackle the coupling between electrical
beamforming and mechanical steering of the antenna array and
the nonconvex constraints C2, C3 and C4, respectively.

B. Equivalent Problem Reformulation
Due to the nonconcave objective function, problem (P1)

cannot be solved via proximal BCD and manifold optimization
in a straightforward manner. This is because optimizing the
beamforming vector wk for given antenna orientation {−→ra,−→rd}
would be a highly nonconvex optimization problem. Besides,
optimizing {−→ra,−→rd} for given wk would lead to an overly
complicated manifold optimization problem.

Motivated by [15], we first reformulate (P1) as an equiv-
alent weighted sum mean-square-error (MSE) and interfer-
ence power minimization problem, so as to eliminate these
obstacles. Let uk ∈ C and xk ∈ R be auxiliary optimization
variables. The reformulated optimization problem is given by

(P2) minimize
uk,xk,wk,

−→ra,
−→rd

∑K

k=1
αk(xkek + log2 xk)+αK+1PI

subject to C1–C4, (11)

where ek is a function of uk and wk given as

ek= |ukh
H
k wk − 1|2+

∑K

m=1,m̸=k
|ukh

H
k wm|2+|uk|2σ2

k.

(12)
Problems (P2) and (P1) are equivalent in the sense that they

have the same set of optimal solutions for beamforming wk

and antenna orientation {−→ra,−→rd} [15]. To verify this result,
note that (P2) involves an unconstrained optimization over
uk and xk. Based on the first-order optimality condition, the
optimal solution of uk and xk can be derived in close form
as,

u∗
k =

hH
k wk∑K

m=1 |hH
k wm|2 + σ2

k

, (13)

x*
k = e−1

k . (14)

The equivalence between problem (P2) and (P1) can be
established by plugging (13) and (14) into (P2), whereby the
latter reduces to the same objective function (except for a sign
change) and constraints as (10).

Same as [15], uk and ek can be interpreted as the (single-
antenna) receive beamformer of the low-priority user k and the



Algorithm 1 Proposed Proximal BCD Algorithm to Solve (P2)
Input: W0 = [w1,0, · · · ,wK,0], −→ra,0 ,−→rd,0 and i = 1
Output: Optimal W = [w1, · · · ,wK ], −→ra and −→rd

1: while stopping criterion not met do
2: Calculate u∗

k,i and x∗
k,i by (13) and (14) for k =

1, ...,K.
3: Solve (P3) for −→rd = −→rd,i−1 and −→ra = −→ra,i−1, and set

W i = W .
4: Find an orthonormal basis ζ in the null space of −→rd =−→rd,i−1.
5: Optimize γa in (P5) with RCG for W = W i and−→rd = −→rd,i−1.
6: Calculate −→ra by (18) and set −→ra,i =

−→ra.
7: Optimize −→rd for W = W i and −→ra = −→ra,i, similar to

Step 5, and set −→rd,i =
−→rd.

8: Update i = i+ 1.
9: end while

resulting MSE, respectively. Eq. (13) shows that the optimal
solution of uk is a minimum MSE (MMSE) receiver.

IV. PROBLEM SOLUTION

Problem (P2) is still nonconvex. To solve (P2), we present in
this section the proposed iterative algorithm based on proximal
BCD [16] and manifold optimization. The algorithm alternates
between solving several subproblems of (P2), each for opti-
mizing one of the five blocks of variables {uk},{xk},{wk},
{−→ra}, {−→rd} while treating the other blocks of variables as
fixed. To ensure that the obtained solution is also feasible to
problems (P2) and (P1), we need to further tackle the coupling
between {−→ra} and {−→rd} in constraint C4, cf. Sec. IV-B.
Meanwhile, to ensure convergence of the algorithm, proximal
terms are introduced into the objective function of problem
(P2). We then discuss the solution for each subproblem,
notably the ones involving manifold optimization.

A. Optimization of Beamforming

For convenience of presentation, let f(uk, xk,wk,
−→ra,−→rd)

denote the objective function of problem (P2), where

f(uk, xk,wk,
−→ra,−→rd) =

∑K

k=1
αk

[
xk · (|ukh

H
k wk − 1|2

+
∑

m ̸=k
|ukh

H
k wm|2)

]
+αK+1

∑K

k=1
|wH

k aK+1|2. (15)

Moreover, with a slight abuse of notation, f(wk) and f(−→ra),
or generally f(·), denote the objective function when the
variables inside the parenthesis are to be optimized with the
other variables of (P2) being fixed. Note that the optimal
solutions of uk and xk for optimizing f(uk) and f(xk)
are already given in (13) and (14), respectively. Further, the
subproblem for optimizing the beamformer wk is defined as

(P3) minimize
wk∈CN×1

f(wk)

subject to C1.
(16)

(P3) is a convex optimization problem and can be tackled using
off-the-shelf solvers such as CVX.

B. Optimization of Array Orientation

It remains to optimize the orientation of the antenna array
{−→ra,−→rd} with the other blocks of variables being fixed. In
the following, we only show how to solve the subproblem
of optimizing −→ra. Exploiting the symmetry between −→ra and−→rd, the subproblem of optimizing −→rd can then be tackled by
simply interchanging −→ra and −→rd in the presented solution.

Let us define the following subproblem,

(P4) minimize−→ra∈R3×1
f(−→ra) + c · ∥−→ra −−→ra′∥2

subject to C2, C4,
(17)

where c ≥ 0 and −→ra′ records the solution of the direction
vector −→ra in the last iteration. c · ∥−→ra − −→ra′∥2 is a quadratic
proximal term introduced to improve convergence of the
iterations by connvexifing problem (P4) and penalizing large
deviations between the optimal solution of (P4) and −→ra′.

Note that the feasible set of problem (P4) is a unit circle as it
is the intersection of a unit sphere defined by constraint C2 and
a plane defined by constraint C4. We now show that, thanks to
this geometry structure, (P4) can be reformulated as a manifold
optimization problem. To this end, let −→rd′ be the direction of
dipole axis obtained in the last iteration. Meanwhile, define
ζ = [ζ1, ζ2] ∈ R3×2, where ζi, i = 1, 2 are the orthonormal
bases for the null space of −→rd′, and introduce γa ∈ R2×1 as a
new optimization variable with ∥γa∥ = 1. Finally, substituting−→ra in problem (P4) with γa according to

−→ra = ζ · γa, (18)

it can be reformulated as a standard manifold optimization
problem given below,

(P5) minimize
γa∈R2×1

g(γa) ≜ f(ζ · γa) + c · ∥ζ · γa −−→ra′∥2

subject to C5: ∥γa∥ = 1, (19)

where constraint C5 defines a sphere manifold.
Problem (P5) can be solved using the Riemannian conjugate

gradient descent (RCG) method, which is an extension of
the conjugate gradient descent method (CG) on Riemannian
manifolds. Let p be the iteration index of gradient descent
and ∇γa,p

g be the Euclidean gradient of g(γa) at γa = γa,p.
The RCG method searches the next γa along direction ηp =
−gradγa,p

g, where gradγa,p
g is the Riemannian gradient

given by

gradγa,p
g = ∇γa,p

g −∇γa,p
g ◦ γa,p ◦ γa,p. (20)

Like the Euclidean gradient, the Riemannian gradient specifies
the direction in which the objective function increases steepest
in the Riemannian manifold space. Then, the next search point
on the manifold is given by

γa,p+1 = unit(αp · ηp), (21)

where αp is the search step size and can be chosen using e.g.
the Armijo backtracking line search. In (21), unit(·) defines
a retraction operation to keep the next search point on the
manifold sphere, and hence feasible for problem (P5).

The RCG method is guaranteed to converge to a critical
point of (P5), where the Riemannian gradient of the objective
function vanishes [18]. Please also refer to [17] for more
details about the RCG method. The overall algorithm for



solving (P2) is summarized in Algorithm 1. Note that the
obtained solution is also feasible to problem (P1), and it can
be further verified that it is a stationary point of (P1) [18].

V. SIMULATION RESULTS

In this section, we evaluate the performance of the proposed
scheme via simulations. We consider a UAV equipped with
a rotatable ULA. The UAV hovers at position (6, 5, 20) for
communicating with K = 2 low-priority users. We assume
that the UAV has LoS channels to the users. The rotatable
ULA comprises N = 8 half-wavelength dipole elements and
neighboring dipole elements are separated by d = λ

2 , where
the carrier wavelength is λ = 1 mm. The maximal transmit
power of the UAV is Pmax = 10 W and is equally shared
by the low-priority users, i.e., P1 = P2 = Pmax/2, for fair
resource allocation. Besides, we set all the weights in (P1) to
αk = 1/3, ∀k. Finally, the noise power and the path loss
coefficient are set as σ2

k = 10−6 W, ∀k, and β = 10−6

[4], respectively. For performance comparison, we consider
the following schemes as benchmarks,

• Baseline Scheme 1: The UAV employs a rotatable ULA
with isotropic elements.

• Baseline Scheme 2: The UAV employs a non-rotatable
ULA with isotropic elements.

The orientation and/or the beamforming of Baseline Schemes
1 and 2 are optimized using Algorithm 1. For all considered
schemes, the initial orientation of the directional antenna array
in Algorithm 1 is set to −→r a,0 = (1, 0, 0)T and/or −→r d,0 =
(0, 0, 1)T .

Figure 3(a) shows the objective value of (P1) by employing
Algorithm 1 with and without the proximal terms over 120
iteration steps, where the penalty factors in (P3)–(P5) are set
to c = 3 and c = 0, respectively. Here, the low-priority users 1
and 2 are located at (5, 5, 0) and (10, 10, 0), respectively, while
the position of the high-priority user 3 is (6, 20, 15). From
Figure 3(a) we observe that Algorithm 1 without proximal
terms does not converge in the considered iteration steps. In
contrast, Algorithm 1 with proximal terms quickly converges
in a small number of iterations, thanks to the quadratic penalty
function in the proximal term.

Figure 3(b) evaluates the gain in objective value of the
Proposed Scheme and the Baseline Scheme 1 w.r.t. that of the
Baseline Scheme 2, as the high-priority user 3 circles around
the dipole axis with a radius of

√
62 + 202 ≈ 20.9 m and

varying azimuth angles in the range [0, π]. Meanwhile, the
low-priority users 1 and 2 are located at (0, 7, 0) and (6, 10, 0),
respectively. From Figure 3(b) we observe that, compared with
the Baseline Scheme 2, array rotation can almost double the
optimal objective value when user 3 has the same azimuth
angle w.r.t. the array axis as user 1 or 2. This results reveals
that, even for an isotropic array, rotating the array orientation is
beneficial as it can adjust the azimuth angles seen by different
users in beamforming, cf. (2), to improve signal transmission
and interference mitigation. Moreover, the proposed scheme
can additionally exploit the directional antenna pattern of
dipoles and the array rotation to achieve the best performance
for all considered positions of the high-priority user. The
Proposed Scheme achieves the maximal performance gains
over the Baseline Scheme 1 when users 3 and 2 share the
azimuth angle.

Figure 3(c) shows the sum-rate of the considered schemes
for different number of antennas, when the low-priority users 1

and 2 are located at (0, 7, 0) and (6, 10, 0), respectively, while
the position of the high-priority user 3 is (6, 20, 15). By this
setting, user 2, user 3, and the UAV are coplane with the
initial direction of the dipole axis, −→r d,0 = (0, 0, 1)T , where
the normal direction of the plane coincides with the initial
direction of the array axis, −→r a,0 = (1, 0, 0)T . This would
create a scenario of strong interference if the UAV starts
transmission in the given array orientation. In particular, as the
high-priority user 3 and the low-priority user 2 have the same
azimuth angle w.r.t. the dipole ULA, the high-priority user 3
would be interfered by the beam towards the low-priority
user 2. Figure 3(c) reveals that the performance gaps between
the proposed and the baseline schemes enlarges as the number
of antennas increases. Interestingly, the spatial DoFs provided
by rotation and dipoles are most beneficial when exploited
in systems with a small number of antennas. For example,
the Baseline scheme 2 and the proposed scheme can improve
the sum-rate (or objective value, since the interference power
toward the high-priority user is negligible) by 180% and 300%
when N = 4, respectively, compared to 106% and 265% when
N = 12, respectively. This implies that the proposed scheme
can be particularly advantageous for UAVs with limited SWAP.

For insights into the performance gains of rotatable dipole
array, Figure 4 shows the optimized antenna array gain pat-
terns, |wH

k ak|2, of the considered schemes in the scenario
of strong interference (cf. Figure 3(c)), where the dashed
line denotes the communication direction of each user w.r.t.
the UAV’s antenna array. The gain patterns in Figure 4 are
optimized using Algorithm 1. From Figure 4(a) we observe
that the Baseline Scheme 2 mitigates the radiated interference
to user 3 by simultaneously nulling the array gains in the
direction towards user 2, which severely compromises the
achievable rate of user 2. This is expected, since the Baseline
Scheme 2 can only shape the array gain pattern via electrical
beamforming. In contrast, Figure 4(b) shows that the Baseline
Scheme 1 outperforms the Baseline Scheme 2 in balancing
between interference mitigation and information broadcast.
This is because, by using a rotatable ULA with isotropic
elements, the Baseline Scheme 1 can steer the antenna array
such that the low- and high-priority users can be separated
in different azimuth angles. Consequently, the low-priority
users can receive strong signal power without interfering
the high-priority user. Finally, Figure 4(c) shows that, by
using the rotatable dipole ULA, the proposed scheme can
separate different users not only in different azimuth angles,
but also in different elevation angles w.r.t. the antenna array.
Consequently, the proposed scheme can shape gain patterns
of different magnitudes for different users to best enhance
information broadcast and, at the same time, suppress the
radiated interference, which justifies the performance gains of
the Proposed Scheme in Figure 3.

VI. CONCLUSIONS AND FUTURE WORK

In this paper, we considered joint electrical beamforming
and mechanical steering using a rotatable dipole ULA for
spectral-efficient interference-free UAV-aided multiuser down-
link communication. To maximize the benefits of the rotatable
dipole ULA, we formulated a nonconvex optimization problem
for maximizing the WSR of low-priority users while minimiz-
ing the interference power radiated towards the high-priority
user. Exploiting the problem structure, we further proposed
an iterative algorithm based on proximal BCD and manifold
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Fig. 3. (a) Convergence of Proposed Scheme and (b)–(c) performance comparison of considered schemes for (b) different positions of high-priority user and
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Fig. 4. Optimized array gain patterns of (a) Baseline Scheme 2, (b) Baseline Scheme 1, and (c) Proposed Scheme.

optimization to solve the nonconvex optimization problem.
Our simulation results verified the convergence of the proposed
algorithm and showed that the rotatable dipole ULA achieves
both higher sum-rate (e.g. claiming up to 300% gains) and
lower radiated interference than the rotatable and non-rotatable
ULAs with isotropic antenna elements. This is because through
joint electrical beamforming and mechanical steering, the
rotatable dipole ULA can not only separate the low- and high-
priority users in different azimuth angles, but also optimize the
gain patterns for users in different elevation angles. In contrast,
interference could be non-avoidable by beamforming using a
non-rotatable array with isotropic elements when the low- and
high-priority users see the same azimuth angle from the UAV.
In this paper, as we focus on investigating the 3D rotation of
dipole antenna array, we have assumed that the UAV keeps
hovering at given position. Joint optimization of rotation,
translation (via trajectory planning), and beamforming for
dipole array or other types of arrays/apertures of directional
antennas (such as patch antennas) are left as interesting topics
for future consideration.
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