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Abstract—Digital twin (DT) applications usually need to be

synchronized in real time with the state of the physical system
(PS). This process includes both synchronizing the data collected
by sensors in the PS to a server and updating the DT at the server
in adaptation to the dynamics of the PS. However, communicating
with power- and rate-limited sensors and processing high-volume
sensed data with limited computing resources present significant
challenges for DT synchronization. In this paper, we tackle both
bottlenecks by proposing a joint communication and computing
design for DT synchronization. In particular, we exploit buffering
at an aerial cluster head of the sensors and enable buffer-aided
(BA) relaying to increase the communication throughput of the
sensors during data synchronization. Moreover, we adopt a novel
stream computing scheme, which allows for DT updating in par-
allel with data synchronization, to accelerate DT synchronization.
To maximize the performance of the proposed approach, we
jointly optimize the trajectory of the aerial relay and the commu-
nication and computing resource allocation for minimizing the
DT synchronization time. The formulated problem is a mixed-
integer nonconvex problem, which is generally intractable. To
tackle this challenge, we propose a low-complexity two-layer
iterative suboptimal algorithm. Our simulation results show that
the DT synchronization time can be significantly reduced by up to
43.8%, through stream computing and the joint optimization of
the relay’s trajectory and the communication/computing resource
allocation.

I. INTRODUCTION
Digital twins (DTs) define a novel paradigm for building the

future digital society. Leveraging the capabilities of the sixth-
generation (6G) communication systems, DTs can generate
precise, real-time, and interactive digital replicas of physical
systems (PSs) in the real world. Real-time DTs can even
enable extended reality services for various sectors including
manufacturing, aviation, and smart cities [1]. However, the
DTs need to be seamlessly synchronized with the state of the
PSs in order to capture the dynamics of the PSs. This process,
known as DT synchronization, presents a key research chal-
lenge for 6G as it requires not only low-latency communication
between the PS and the DT for the data synchronization phase,
but also agile computing using this data for the subsequent DT
updating phase [2].

So far, several computing and communication solutions have
been proposed in the existing literature [3]–[5] to enhance
both phases of DT synchronization. In [3], the average cost,
including time and energy consumption, required for data syn-
chronization between the PSs and the DTs was minimized by
optimizing network selection and power allocation. Given the
computation-intensive nature of updating the DT, the exclusive
focus on the data synchronization time may lead to strictly sub-
optimal performance. In [4] and [5], the communication and
computing times required for DT synchronization were jointly
considered. The authors of [4] considered DT synchronization
subject to a constraint on the maximum synchronization time.
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Besides, the authors of [5] optimized the association of PSs
with edge servers selected for hosting DTs to minimize the
maximum synchronization time among multiple DTs.

The aforementioned works [3]–[5] assumed single-hop data
transmission from the PS to the DT. When the low-power
sensors are widely distributed, single-hop transmission may
no longer meet the communication requirements of DT data
synchronization. To relieve the communication bottleneck,
relay-aided data synchronization for DT was recently investi-
gated in [6], which optimized relay selection in heterogeneous
networks to minimize the transmission time for data synchro-
nization. However, the computing time for DT updating was
not considered in [6]. Moreover, data synchronization and DT
updating phases are assumed to be non-overlapping over time
in [3]–[6], i.e., DT updating commences only after completion
of data synchronization. This unnecessarily prolongs the DT
synchronization.

In this paper, we consider a novel joint communication and
computing design for DT synchronization enabled by an aerial
relay, such as unmanned aerial vehicle (UAV) and airship, in
6G networks. To mitigate the communication bottleneck for
the rate- and power-limited sensors, we consider buffering at
the aerial relay and perform buffer-aided (BA) relaying [7],
[8]. By buffering, the relay can temporarily store the data, and
only forward it when channel condition becomes favorable.
Additionally, by changing its position, the aerial relay can
proactively adjust the channel conditions to further increase
the communication capacity [8].

To overcome the computation bottleneck, we adopt a novel
stream computing scheme [9]. Given the stream characteristics
of the data generated from IoT devices, data can start being
processed in segments using stream computing, soon after one
segment is received, without waiting for the completion of data
synchronization. This allows parallel DT updating and data
synchronization, i.e., the two phases are overlapping in time.
Leveraging both, the BA aerial relay and stream computation,
we further optimize the relay’s trajectory and the communica-
tion and computing resource allocation to accelerate the DT
synchronization. To our knowledge, neither BA relaying nor
stream computing has ever been explored in the literature for
DT synchronization. Our contributions are:

• We consider stream computing and BA relaying with an
aerial relay to accelerate DT synchronization. To maxi-
mize the performance, we jointly optimize the relay’s tra-
jectory and the communication and computing resource
allocation to minimize the DT synchronization time.

• The formulated optimization problem is a nonconvex
mixed-integer nonlinear problem, which is generally in-
tractable. To facilitate a real-time solution, we propose a
two-layer iterative suboptimal algorithm with low com-
putational complexity. We employ successive convex ap-
proximation (SCA) to solve the inner-layer nonconvex



Fig. 1. System diagram of DT synchronization enabled by a BA aerial relay.

problem. The inner-layer solution is further utilized in the
outer layer for updating the DT synchronization time.

• Simulation results show that the DT synchronization time
can be significantly reduced by enabling stream comput-
ing and joint optimization of the relay’s trajectory and
the resource allocation for communication/computing.

Note that our problem formulation and optimization solution
are also applicable to mobile and fixed terrestrial relays with
and without buffer. In the remainder of this paper, Section II
introduces the system model of DT synchronization. Sections
III and IV present the problem formulation and proposed
solution, respectively. Section V evaluates the performance
of the proposed scheme via simulations. Finally, Section VI
concludes the paper.

II. SYSTEM MODEL

This section presents the system model for DT synchronization
assisted by an aerial relay, including BA aerial relaying for
data synchronization and DT updating with stream computing.

A. Aerial-Relay-Aided DT Synchronization
As depicted in Figure 1, a cloud server on the Internet

hosts a DT, i.e., a real-time digital replica, for a time-
varying PS, such as urban areas, agricultural landscapes, and
forests. Thereby, K sensors are deployed at position us

k,
k ∈ K ≜ {1, · · · ,K} to collectively gather data from the
PS and transmit them to the server via a wireless network
consisting of M BSs. Let uBS

m be the position of BS m ∈
M = {1, · · · ,M}. The BSs are connected to the Internet
via high-speed wirelines such as optical fiber. The server
updates the DT upon receiving the data updates. Due to limited
transmit power and remote deployment, direct connections
between sensors and BSs can be obstructed or significantly
attenuated. Therefore, the sensors have to first aggregate their
data at a cluster head such as a UAV. The cluster head then
forwards the data to the BSs, as a relay.

Due to the inertia of any PS, we assume that the dynamics
in the considered PS follow a low-pass filtered process with
limited bandwidth Bp. According to Shannon’s sampling
theorem, the DT should be accurately synchronized every
Tp = 1/Bp seconds in order for the DT to reliably capture
the variations of the PS. In each DT synchronization round,
each sensor k needs to update Dk bits of data to the server
for updating the DT. In this paper, we focus on modeling and
optimizing the system for a typical synchronization round. Our
modeling and optimization approach can be applied to other
DT synchronization rounds in a straightforward manner.

To facilitate trajectory design for the aerial relay, a discrete-
time system with time index t is applied. Each time slot has
duration ∆ > 0. We assume that ∆ is sufficiently small, i.e.,
shorter than the channel coherence time of all communication
links. This allows to approximate the relay’s position and
channel conditions as constants within each time slot.

B. Buffer-Aided Aerial Relaying for Data Synchronization
The relay is equipped with a finite buffer of size Qmax.

The buffer enables the relay to temporarily store data packets
from the sensors, which can be forwarded to the BSs when
the channel conditions become favorable. Meanwhile, aerial
relay can strategically change its positions to adjust channel
conditions while performing BA relaying to further enlarge
the performance gains. BA aerial relaying has been shown
to achieve significantly higher throughput than non-BA aerial
relaying in [8]. For convenience, the sensor-to-relay, relay-to-
BS, and BS-to-DT links are referred to as the access, fronthaul,
and backhaul links, respectively.

1) Channel Models and Achievable Data Rates: We con-
sider line-of-sight (LoS)-dominant channels with Rician chan-
nel fadings for both access and fronthaul links. Let u[t]
denote the relay’s position in time slot t. Moreover, dak[t] ≜
∥u[t]− us

k∥ and dfm[t] ≜
∥∥u[t]− uBS

m

∥∥ denote the distances
from the relay to sensor k and BS m, respectively. The channel
gains in time slot t in access and fronthaul links, denoted by
Ha

k [t] and H f
m[t], respectively, are modeled as
Ha

k [t] =
√
A0 · (dak[t])

−α/2 · ha
k[t], (1)

H f
m[t] =

√
A0 ·

(
dfm[t]

)−α/2 · hf
m[t].

In (1), A0(d
a
k)

−α and A0(d
f
m)

−α represent the path losses
over the access and fronthaul links in time slot t, respectively,
where α ≥ 2 is the path loss exponent. The channel fadings
ha
k[t] ∈ C and hf

m[t] ∈ C are modeled as [10]

ha
k[t]=

√
κa

κa+1σ
a
ke

jθa
k[t]+

√
1

κa+1CN (0, (σa
k)

2
), (2)

hf
m[t]=

√
κf

κf+1
σf
mejθ

f
m[t]+

√
1

κf+1
CN (0, (σf

m)
2
).

The first and the second terms of (2) describe the LoS
and the non-LoS (NLoS) components of propagation paths,
respectively. κa\f ≥ 0 denotes the energy ratio between the
LoS and the NLoS components. Moreover, σa

k ≜ E(|ha
k[t]|)

and σf
m ≜ E(|hf

m[t]|) are the standard deviations. The phases
of access and fronthaul links, denoted as θak[t] and θfm[t],
respectively, are uniformly distributed in [0, 2π] and are in-
dependent across different paths. Based on (2), both |ha

k[t]|2
and |hf

m[t]|2 follow the Rician distribution.
The system has a total bandwidth of B, which is di-

vided into small, non-overlapping frequency sub-channels us-
ing frequency-division multiple access (FDMA). Sub-channels
with bandwidth bak[t] and bfk,m[t], orthogonal to each other, are
assigned to sensor k for access and fronthaul communication,
respectively. Let rak[t] and rfk,m[t] be the achievable data rates
over access and fronthaul links, respectively. According to
Shannon’s channel capacity formula [10], we have

rak[t] = bak[t] · log2
(
1 +

|Ha
k [t]|2 · pak[t]
Na

0 · bak[t]

)
, (3)

rfk,m[t] = bfk,m[t] · log2

(
1 +

|H f
m[t]|2 · pfk,m[t]

N f
0,m · bfk,m[t]

)
,

where pak[t] and pfk,m[t] denote the transmit powers of sensor k
and of the relay for forwarding sensor k’s data to BS m in
time slot t, respectively. Na

0 and N f
0,m are the noise power

spectral densities at the relay and BS m, respectively.
The data received at the BSs can be stored before being



transmitted to the server over the high-speed backhaul links.
We consider a fixed-latency backhaul communication model
with instantaneous data rate rbk,m[t] = rfk,m[t−τ ], where τ ≥ 1
denotes the latency incurred for data transmission over the
backhaul link, including one additional time slot required for
decoding and buffering.

2) Buffer Status Evolution: The total buffer Qmax at the
relay is dynamically allocated to the K sensors. Let qk[t] be
the amount of data buffered at the relay, also referred to as
the queue length, for sensor k in time slot t. We have

qk[t] = max

{
qk[t− 1]−

∑M

m=1
rfk,m[t]∆, 0

}
+ rak[t]∆, (4)

where we require
∑K

k=1 qk[t] ≤ Qmax to avoid buffer over-
flow. The max {·, 0} operator ensures that the volume of data
forwarded by the relay at time t does not exceed the amount
received by it until time t − 1, thereby maintaining causality
in the data transmission. After the data has been forwarded in
time slot t, its occupied buffer space is immediately freed up.
C. Stream Computing for DT Modeling

1) Computing Model: Unlike batch computing that requires
receiving the entire data before processing, stream comput-
ing tackles data in small segments, such as image frames.
Stream computing facilitates real-time data processing, for DT
updating, in parallel with data transmission. For a tractable
design, we consider data processing conducted on infinitesimal
data segments. Let rck,m[t] be the processing speed in bits
per second in time slot t for the data received from sensor k
through BS m and sk[t] denote the amount of processed data
in bits from sensor k in time slot t. We have

sk[t] =
∑M

m=1
rck,m[t]∆, (5)

where the processing speed rck,m[t] is limited by both the
amount of received data and the total computing resources. We
will show in Sec. V that our result provides a tight performance
upper bound for stream computing with fixed-size segments.

2) Computing Resource Consumption: Let ck denote the
computing complexity in CPU cycles per bit required for
processing data from sensor k during DT updating [11].
The total computation resources required in time slot t for
processing data from all sensors is given by

c[t] =
∑K

k=1
sk[t] · ck. (6)

We require c[t]/∆ ≤ CDT, where CDT is the available CPU
frequency at the server.

III. PROBLEM FORMULATION

To maximize the performance of the proposed joint commu-
nication and computation design, in this section, we optimize
the trajectory and the resource (bandwidth, transmit power,
buffer and processing speed) allocation for minimization of the
DT synchronization time, denoted by TS ∈ N. TS includes the
time for both data transmission from the sensors to the server
and DT updating using this data at the server. We assume that
the initial position u[0] of the relay and the channel conditions
for the fronthaul and access links are known. The optimization
problem is formulated as
P1 : min

u[t],P [t],B[t],Rc[t]
TS (7)

s.t. C1 : ∥u[t]− u[t−1]∥/∆ ≤ Vmax, t ∈ T

C2 : pak[t] ≤ P a
k,max, ∀t, k ∈ K

C3 :
∑K

k=1

∑M

m=1
pfk,m[t] ≤ P f

max, ∀t

C4 :
∑K

k=1

(
bak[t] +

∑M

m=1
bfk,m[t]

)
≤ B, ∀t

C5 : rak[t] ≥ bak[t] · Ea
min, ∀t, ∀k

C6 : rfk,m[t] ≥ bfk,m[t] · Ef
min, ∀t, ∀k, m ∈ M

C7 :
∑i

t=1

(
rak[t−1]−

∑M

m=1
rfk,m[t]

)
∆ ≥ 0, ∀i, ∀k

C8 :

i∑
t=1

K∑
k=1

(
rak[t−1]−

M∑
m=1

rfk,m[t]

)
∆ ≤ Qmax, i ∈ T

C9 :
∑i

t=1

(
rbk,m[t− 1]− rck,m[t]

)
∆ ≥ 0,∀k, ∀m,∀i

C10 : c[t]/∆ ≤ CDT, ∀t

C11 :
∑TS

t=1

∑M

m=1
rck,m[t]∆ ≥ Dk, ∀k,

where u[t] is the trajectory of the aerial relay, P [t] ≜
{pak[t], pfk,m[t]| ∀k,m} is the nonnegative power allocation,
B[t] ≜ {bak[t], bfk,m[t]| ∀k,m} is the nonnegative bandwidth
allocation, and Rc[t] ≜ {rck,m[t]| ∀k,m} is the processing
speed for time t ∈ T ≜ {1, · · ·, TS}. Constraint C1 limits
the relay’s maximum velocity by Vmax. C2 and C3 ensure
that the transmit power of sensor k and the relay do not
exceed P a

k,max and P f
max, respectively. C4 limits the total

allocated bandwidth by the system bandwidth, B. In C3 and
C4, the relay is allowed to communicate with multiple BSs
simultaneously. However, our simulation results suggest that
the relay always communicate with the closest BS at one time.
C5 and C6 guarantee a minimum spectral efficiency Ea

min
and Ef

min in time slot t for each active access and fronthaul
link, respectively; otherwise, C5 and C6 can be ignored for
inactive access or fronthaul links. C7 ensures data causality
for BA relaying, i.e., the total data transmitted in the fronthaul
links within time period [1, i] cannot exceed that received
from the access link within time period [1, i − 1], for any
i ∈ T . C8 limits the amount of data stored in the buffer
to prevent buffer overflow. C9 and C10 guarantee that for
DT updating based on stream computing, the data volume
being processed at the server can neither exceed that being
received nor utilize computing resources beyond the server’s
CPU frequency. Finally, C11 requires the data processing for
each sensor k to be completed by time TS.

Problem P1 is a mixed-integer nonconvex problem due to
the integer variable TS in the objective function and constraint
C11, as well as the nonconvex constraints C5−C9. Moreover,
TS is coupled with other optimization variables, which further
complicates the solution of P1. This type of problem is
generally considered intractable [14]. To facilitate a real-
time solution of P1, we propose in Section IV a novel low-
complexity two-layer iterative suboptimal algorithm.

IV. PROBLEM SOLUTION

In this section, problem P1 is first decomposed into two-
layer subproblems to decouple the optimization of TS and
other variables [8]. Subsequently, to facilitate the solution,
the nonconvex constraints in problem P1 are transformed into



equivalent difference of convex (DC) forms and then tackled
using SCA.
A. Proposed Iterative Two-Layer Solution

We propose a novel two-layer decomposition for P1. The
DT synchronization time TS is updated in the outer layer, using
information provided by the inner layer. In the inner layer, the
objective is to maximize the progress of DT synchronization
for a TS specified by the outer layer. Here, the progress of
DT synchronization is indicated using an auxiliary variable
x ≥ 0. In particular, Dk · x represents the volume of data
transmitted from the sensor k and subsequently processed by
the server for updating DT. For each TS determined by the
outer layer, we maximize the progress of DT synchronization
via the following inner-layer problem,
P2 : max

u[t],P [t],B[t],Rc[t]
x (8)

s.t. C1 − C10, C̃11 :
∑TS

t=1

∑M

m=1
rck,m[t]∆ ≥ Dk · x, ∀k.

P2 in turn maximizes the average throughput of DT synchro-
nization

∑K
k=1 Dk · x/TS, which measures the average speed

of DT synchronization. Similar to [13, Theorem 1], we can
show that the defined two-layer subproblems are equivalent to
P1, but the details are omitted due to limited page space.

The proposed two-layer solution is summarized in Algo-
rithm 1. Let T0 be the starting point of TS. Moreover, x∗ is
the maximum progress of DT synchronization for a specified
TS, obtained from the inner-layer problem P2. If x∗ ≥ 1,
more than

∑K
k=1 Dk amount of data can be transmitted to

and processed by the server within TS. In this case, TS and
x∗ define upper bounds for the DT synchronization time and
its associated progress, Tub and xub, respectively. However, if
x∗ < 1, the DT synchronization cannot be finished within the
specified time TS, such that TS and x∗ provide lower bounds
for DT synchronization time Tlb and progress xlb. x∗ and
its bounds xlb and xub can be further utilized to improve
the selection of TS for the next iteration, denoted as Tnext,
in Algorithm 1. To this end, we estimate the time required
for synchronizing the remaining

∑K
k=1 Dk · (1− xlb) amount

of data using the average synchronization throughput derived
from

∑K
k=1 Dk ·xlb/Tlb or

∑K
k=1 Dk(xub−xlb)/(Tub−Tlb).

In case xub and Tub are available, the second estimate is used
as a more accurate estimate of throughput for synchronizing
the remaining data. This estimated time for synchronizing the
remaining data is then added to Tlb for determining Tnext. The
search procedure continues until TS in the current iteration
equals Tnext.

It remains to solve the inner-layer problem P2 with non-
convex constraints C5 −C9. To this end, below we transform
P2 into an equivalent DC problem and tackle it using SCA.

B. Transformation of Problem P2

Let us define g (b[t], r[t]) ≜ b[t]
(
exp

(
r[t] ln 2
b[t]

)
−1
)

, as
a perspective function of the exponential function. Hence,
g(·, ·) is jointly convex with respect to its arguments [12].
We note that constraints C5 − C9 are convex with respect
to {rak[t], rfk,m[t]} [8]. To exploit this structure, we substitute
pak[t] and pfk,m[t] with rak[t] and rfk,m[t] in C2 and C3 using

pak[t] = Ca
k [t] · (dak[t])

α · g (bak[t], rak[t]) , (9)

pfk,m[t] = Cf
m[t] · (dfm[t])

α · g
(
bfk,m[t], rfk,m[t]

)
,

Algorithm 1: Proposed Iterative Two-layer Algorithm

Input: T0, B,Qmax, Vmax, P
f
max, CDT, E

a\f
min,

{
uBS
m

}M
m=1

,{
P a
k,max, Dk, ck,u

s
k

}K

k=1
Output: T ∗

S , u∗[t], R∗[t], B∗[t]
1 Let Tnext = T0, Tlb = 0, xlb = 0, Tub = ∅, xub = ∅
2 while TS ̸= Tnext do
3 TS = Tnext;
4 Solve P2 and obtain the optimal solution x∗;
5 if x∗ ≥ 1 then
6 Tub = TS; xub = x∗;

7 Tnext = Tlb +
⌈ ∑K

k=1 Dk·(1−xlb)∑K
k=1 Dk(xub−xlb)/(Tub−Tlb)

⌉
;

8 else
9 Tlb = TS; xlb = x∗;

10 if xub = ∅ then
11 Tnext = Tlb +

⌈∑K
k=1 Dk·(1−xlb)∑K
k=1 Dk·xlb/Tlb

⌉
;

12 else
13 Tnext = Tlb+

⌈ ∑K
k=1 Dk·(1−xlb)∑K

k=1 Dk(xub−xlb)/(Tub−Tlb)

⌉
;

14 end
15 end
16 end

where Ca
k [t] ≜

Na
0

A0|ha
k[t]|2

and Cf
m[t] ≜

N f
0,m

A0|hf
m[t]|2 .

Using (9) and introducing auxiliary variables µm[t] ≥ 0,
µk[t] ≥ 0, and ym[t] ≥ 0, constraints C2 and C3 can be
rewritten as

C2a : g (bak[t], r
a
k[t]) ≤ µk[t], ∀k, t (10)

C2b : C
a
k [t] · (dak[t])

α
/Pk,max ≤ 1/µk[t], ∀k, t

C3a :
∑K

k=1
g
(
bfk,m[t], rfk,m[t]

)
≤ µm[t], ∀m, t

C3b : C
f
m[t] · (dfm[t])

α
/ym[t] ≤ 1/µm[t], ∀m, t

C3c :
∑M

m=1
ym[t] ≤ P f

max, ∀t.

Note that C2a, C3a and C3c are convex, while C2b and C3b

are nonconvex DC constraints for α ≥ 2. Meanwhile, we can
equivalently reformulate P2 as

P3 : max
u[t],R[t],B[t],Y [t]

x, m ∈ M, k ∈ K, t ∈ T (11)

s.t. C1,C2a−b,C3a−c,C4 − C̃11,

where R[t] ≜ {rak[t], rfk,m[t], rck,m[t] | ∀k,m} is the data rate
allocation for different sensors in access and fronthaul links
and the processing speed at the server. Y [t] ≜ {ym[t] | ∀m}
is the power allocation of the relay to different BSs in the
fronthaul links. The nonconvex DC constraints C2b and C3b

can be further tackled below using SCA method [14].
C. Applying SCA to the DC Constraints

Let j be the iteration index for solving the inner-layer
problem P2. Utilizing SCA, C2b and C3b can be approximated
in each iteration j as
C

(j)
2b : Ca

k [t] · (dak[t])
α
/Pk,max − f(µk[t];µ

(j)
k [t]) ≤ 0, (12)

C
(j)
3b : Cf

m[t] · (dfm[t])
α
/ym[t]− f(µm[t];µ(j)

m [t]) ≤ 0,

where f(µ;µ(j)) is a concave lower bound for the function
1/µ around the point µ(j), such that f(µ;µ(j)) ≤ 1/µ,∀µ(j).



TABLE I
PARAMETER SETTINGS [8], [13]

Parameter Value Parameter Value
P f
max 20 dBm ∆ 0.1 s

P a
{k=1,2},max

15 dBm B 1 MHz
Na

0 /N
f
0,m=1,2 -90 dBm CDT 100 MHz

E
a\f
min -10 dB A0 -30 dB

κa\f 100 ξ 10−5

σa
k/σ

f
m 1 α 2

As 1/µ is a convex function, f(µ;µ(j)) can be derived as its
first-order Taylor expansion, given by

f(µ;µ(j)) = 2/µ(j) − µ/(µ(j))
2
. (13)

To find a suboptimal solution of problem P2, we iteratively
solve the following problem in each iteration

P(j)
3 : max

u[t],R[t],B[t],Y [t]
x, m ∈ M, k ∈ K, t ∈ T (14)

s.t. C1,C2a,C
(j)
2b ,C3a,C

(j)
3b ,C3c,C4 − C̃11.

As P(j)
3 is convex, it can be solved using off-the-shelf solvers

such as CVX [15]. The iterative procedure is initialized by
input of µ

(0)
k [t] and µ

(0)
m [t] for t ∈ T , which can be flexibly

selected. The iteration continues until (x(j)−x(j−1))/x(j) ≤ ξ,
where ξ is a threshold for termination. By employing SCA to
tackle the DC constraints in P3, Algorithm 1 can return a
high-quality suboptimal solution of P1 in polynomial time.

V. SIMULATION RESULTS
In this section, we evaluate the performance of the proposed

scheme for DT synchronization via simulations. We consider
a PS with K = 2 sensors located at us

1 = [10, 90, 0] m and
us
2 = [90, 90, 0] m. The sensors need to update D1 = D2 =

0.2 Mbits of data to the server in a DT synchronization round.
The complexity of computing the sensed data at the server is
c1 = c2 = C. To assist the data synchronization, an aerial
relay moving at a height of 30 m forwards data received from
the sensors to M = 2 BSs located at uBS

1 = [10, 10, 0] m
and uBS

2 = [90, 10, 0] m. For the backhaul links, we assume
τ = 1 and rbk,m[t] = rfk,m[t− 1], i.e., the BSs transmit data to
the DT over high-speed backhaul links in the subsequent time
slot after receiving it from the relay. Unless stated otherwise,
we set the simulation parameters according to Table I. For
comparison, we consider four baseline schemes:

• Baseline Scheme 1: The optimal solution of the proposed
scheme is employed for processing non-infinitesimal data
segments, each with size of 10 kbits, while updating DT.

• Baseline Scheme 2: Unlike the proposed scheme, the
communication resource (bandwidth, power, buffer) is
equally allocated to each sensor in both the access and
fronthaul links.

• Baseline Scheme 3: Unlike the proposed scheme, DT
updating phase commences after the completion of the
data synchronization phase. Here, the time for data syn-
chronization is minimized.

• Baseline Scheme 4: Unlike Baseline Scheme 3, commu-
nication resource (bandwidth, power, buffer) is equally al-
located to each sensor in both access and fronthaul links.

For the baseline schemes 2-4, the non-fixed variables are
optimized using Algorithm 1.

Figure 2 (a) shows the DT synchronization time TS of the
considered schemes versus the maximum velocity Vmax of

the relay, for Qmax = 0.2 Mbit and C = 2000 cycles/bit.
When Vmax = 0, we optimize the relay’s hovering position.
This solution is also used as the initial position of the relay
for optimizing the trajectory when Vmax > 0. We observe
that TS monotonically decreases with Vmax. When Vmax

is increased from 0 m/s to 50 m/s, the proposed scheme
reduces TS by 25.6%. This is because the high mobility
allows the relay more flexibility in seeking favorable channel
conditions while performing BA aided relaying. For more
insights, Figure 2 (b) shows the trajectories of the proposed
scheme with Vmax = 10 m/s and Vmax = 50 m/s. We
observe that, with a high Vmax, the relay can move close
to the sensors or the BSs. Additionally, along its trajectory,
the relay strategically selects the close BS to forward the
data to. Further result of relay’s power allocation to the BSs
shows that the relay predominantly allocates its power to
the closest BS. Due to limited page space, relay’s power
allocation result is not included. Compared with baseline
schemes 2, 3 and 4, the proposed scheme reduces TS by
9%, 38.9% and 43.8%, respectively, when Vmax = 60 m/s,
thanks to the optimized resource for joint communication
and computing. Interestingly, the performance gap between
the baseline scheme 2 and the proposed scheme increases
with Vmax, highlighting the importance of resource allocation
optimization for mobile relays. The same observation applies
to the gap between baseline schemes 3 and 4. This is because
when the relay’s position is fixed, the channel conditions
remain relatively stable. Therefore, the difference between
fixed resource allocation and optimized resource allocation
is negligible. However, as Vmax increases, the benefits of
optimized resource allocation become more pronounced. Note
that the baseline scheme 1, with data segment size of 10 kbit,
performs very closely to the proposed scheme. This suggests
that the lower bound on the DT synchronization time provided
by the proposed scheme is indeed tight.

Figure 3 (a) shows the DT synchronization time TS of the
considered schemes versus the computing complexity C, for
Qmax = 0.2 Mbit, Vmax = 30 m/s, and u[0] = [50, 0, 30] m.
For the baseline schemes 3 and 4, where DT updating phase
commences after the completion of data synchronization, TS

grows linearly with C. In contrast, by employing stream
computing, TS of the baseline schemes 1 and 2 and the
proposed scheme exhibit much slower growths than baseline
schemes 3 and 4, as C increases. Notably, when C = 4500 cy-
cles/bit, the proposed scheme and the baseline scheme 2
achieves a 39% reduction in TS, compared to the baseline
scheme 4. This is because stream computing enables a more
efficient utilization of the limited computing resource. For
further insights, Figure 3 (b) shows the trajectories of the
proposed scheme for different computing complexities. When
computing complexity C is small, the communication time
dominates the DT synchronization time. To accelerate data
synchronization, the relay moves close to the sensors for data
fetching, temporarily stores it in the buffer, and forwards
the data to the BSs upon approaching them. This leads to
an increased average communication throughput. In contrast,
when C is large, the bottleneck for DT synchronization shifts
from communication to computation. In this case, for reducing
the DT synchronization time, it is critical to prioritize the early
data processing at the server and enhance the utilization of
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Fig. 2. (a) DT synchronization time and (b) tra-
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Qmax = 0.2 Mbits and C = 2000 cycles/bit.
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Fig. 4. (a) DT synchronization time and (b) tra-
jectory of relay versus buffer size with Vmax =
30 m/s and C = 2000 cycles/bit.

computing resources. We observe from Figure 3 (b) that the
relay stays within a small area, strategically located midway
between the sensors and the BSs. This placement ensures
relatively good and similar channel conditions for both access
and fronthaul links, enabling the relay to rapidly transmit
the data received from the sensors to the BSs. Consequently,
this facilitates earlier data processing at the server for the
considered scenario.

Figure 4 (a) shows the DT synchronization time TS of
the considered schemes versus the buffer size Qmax at the
relay, for Vmax = 30 m/s, C = 2000 cycles/bit, and
u[0] = [50, 0, 30] m. We observe that TS of all considered
schemes monotonically decrease with the buffer size Qmax.
This is because, buffering mitigates the need for immediate
data forwarding upon reception, thereby allowing the relay to
dynamically adjust its location and forwarding the received
data under more favorable channel conditions. For more in-
sights, Figure 4 (b) shows the trajectories of the proposed
scheme with Qmax = 0 and Qmax = 75 kbits, we can see that
a large buffer allows the relay to move close to the sensors
and BSs for data handling.

VI. CONCLUSIONS

In this paper, we investigated DT synchronization time
minimization by jointly considering the time required for
data synchronization and DT updating. We exploited the
deployment of a BA aerial relay to address the communi-
cation bottleneck experienced by sensors. Furthermore, we
considered the novel stream computing, allowing DT updating
in parallel with data synchronization, to ultimately accelerate
DT synchronization. To maximize the performance, we jointly
optimized the relay’s trajectory and the resource allocation for
communication and computing. This comprehensive approach
aims to minimize DT synchronization time. To solve the
formulated mixed-integer nonconvex problem, we proposed
a low-complexity two-layer iterative suboptimal algorithm.

Simulation results show that the DT synchronization time
can be reduced by up to 43.8%. Additionally, our results
reveal that, for relays with high mobility, resource allocation
optimization can significantly enlarge the performance gains.
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