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Abstract—This paper considers a buffer-aided unmanned
aerial vehicle (UAV) serving as an aerial relay for communication
between a base station (BS) and multiple ground users (GUs).
Thanks to its flexible mobility, the UAV can achieve high-rate
communications with the GUs/BS by buffering the communica-
tion data and exploiting the favorable channel conditions on its
flight trajectory for transmission and reception. However, the
size of the buffer is limited in practice, which may severely
restrict the throughput gains enabled by buffering. Whether it
is beneficial to consider buffering at UAVs with a small buffer
is an open research problem, which is tackled in this paper.
Assuming a finite buffer mounted at the UAV, we consider
joint optimization of the resource allocation, data buffering,
and trajectory planning for minimizing the UAV’s completion
time required for delivering a given data volume from each GU
to the BS, where the resource allocation contains power and
bandwidth allocation. The formulated optimization problem is a
mixed-integer nonconvex program, which is generally intractable.
To solve this problem, we propose a novel low-complexity two-
layer iterative suboptimal algorithm based on bisection search
and penalty successive convex approximation (PSCA). Note that
minimizing the completion time in turn maximizes the average
throughput, i.e., the amount of data delivered from the GUs to the
BS per unit of time. Simulation results show that the buffer with
sufficiently large size can increase the UAV’s average throughput
by up to 123.8% compared to without buffering. Moreover, with
our proposed scheme, 63.2% of the throughput gains can already
be achieved using only a small buffer.

I. INTRODUCTION

Aerial relays and base stations (BSs) enabled by unmanned
aerial vehicles (UAVs) provide a promising technology can-
didate for future communication networks. In addition to
extending the communication range and/or improving the
transmission power efficiency, the UAVs can be deployed fast
and reconfigured flexibly to satisfy both normal and emergency
communication demands. However, mobile UAVs performing
two-hop relaying may suffer from limited communication
capacity. For example, consider UAV-aided communication
between a ground user (GU) and a ground BS. When the UAV
moves closer to the GU (or the BS), the path loss of the UAV-
to-BS (or the UAV-to-GU) link may increase and limit the
system capacity, which is given by the minimum of the two
link capacities.

Buffer-aided UAV communication has recently been pro-
posed to mitigate the capacity bottleneck of UAVs. The idea
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of buffer-aided communication was originally developed in
terrestrial relaying networks in [1]–[3] and has been exten-
sively investigated since then. It has been shown in [1]–[3]
that buffer-aided terrestrial relay nodes can opportunistically
exploit favorable realizations of a fading channel to increase
the communication throughput. Unlike the terrestrial relays in
[1]–[3], UAVs can flexibly move in the system to proactively
adjust the channel conditions. Therefore, a buffer-aided UAV
can simultaneously exploit the channel fading and the UAV’s
mobility to achieve an even higher throughput than terrestrial
relays.

So far, buffer-aided UAV communication has been con-
sidered for delay-tolerant networks (DTN) [5], [6] such as
wireless sensor networks and mobile ad hoc networks, where
the network nodes are usually sparsely connected. The buffer-
aided UAVs can store the delay-tolerant communication data
within the buffer and carry them from data sources to desti-
nations, which significantly extends the communication range
and increases the delivery probability. Buffer-aided UAVs were
deployed to assist data delivery from isolated DTN nodes
to their destinations in [5], where the delivery probability
was investigated via simulations. In [6], buffer-aided UAVs
were exploited to simultaneously lower the delivery delay and
improve the reliability of message forwarding for vehicular
DTN nodes with intermittent network connections.

Meanwhile, buffer-aided UAVs were also exploited to in-
crease the throughput of cellular networks [7]–[10]. In [7],
joint power allocation and trajectory optimization for max-
imizing the throughput of buffer-aided UAV relaying was
investigated. Considering buffer-aided full-duplex UAV relay-
ing for user pairs sharing the same spectrum, joint transmit
power allocation and trajectory optimization for maximizing
the energy efficiency, i.e., throughput per Joule of energy con-
sumption, was investigated in [8]. In [9] and [10], buffer-aided
UAV communication was further investigated in a mixed free-
space optical (FSO)/radio frequency (RF) relaying network
with FSO and RF communications employed at the source-
to-relay and the relay-to-destination links, respectively. The
ergodic throughput of the considered mixed FSO/RF relaying
network was analyzed in [9], while the optimal UAV trajectory
for throughput maximization was investigated in [10].

Note that the existing literature [5]–[9] usually assumed
an infinitely large buffer to achieve the maximum throughput
gains of buffering and avoid data overflow. In practice, how
large buffer size is sufficient, and for UAV communications



whether buffering at UAVs with a small buffer is beneficial
remain open research problems. To tackle this problem, in this
paper, we consider a UAV with a finite buffer to assist uplink
communication from multiple GUs to a BS. To investigate
the maximum throughput gains of the finite buffer, we jointly
optimize power and bandwidth allocation, data buffering and
trajectory planning for minimizing the UAV’s completion time
required for communicating a given volume of data from
each GU to the BS. To our knowledge, completion time
minimization for buffer-aided UAV communication systems
has not been reported in the literature yet, even for the
case of infinitely large buffer. Here, we limit our discussion
to only uplink communication and half-duplex UAVs that
are widely adopted in practical systems; but the idea and
proposed solution are equally applicable for full-duplex UAV
communications. Our contributions are:

• We consider a UAV with only a finite buffer to assist
uplink communication from multiple GUs to a BS. We
jointly optimize the power and bandwidth allocation,
dynamic buffering, and trajectory planning of the UAV
for minimizing the completion time needed to deliver all
the data from the GUs to the BS.

• The formulated optimization problem is a nonconvex
mixed-integer nonlinear program, which is generally in-
tractable. We propose a novel low-complexity two-layer
iterative suboptimal algorithm based on bisection search
and penalty successive convex approximation (PSCA),
which requires no prior knowledge of a feasible resource
allocation as the starting point of iteration.

• Simulation results show that the buffer-aided UAV com-
munications can achieve a good average throughput gain
even with a small buffer by jointly optimizing resource
allocation, data buffering, and trajectory of the UAV.
This reveals the great potential of buffer-aided UAV
communications in practical systems with a finite or even
limited buffer size.

In the remainder of this paper, Section II presents the system
model of buffer-aided UAV communications. The formulation
and the solution of the completion time minimization problem
are provided in Sections III and IV, respectively. Section V
evaluates the performance of the proposed scheme. Finally,
Section VI concludes the paper.

Notation: Throughout this paper, N and C denote the sets of
natural and complex numbers, respectively. ∥·∥ and | · | denote
the Euclidean distance and the absolute value, respectively.
CN

(
0, σ2

)
indicates a complex-valued zero-mean Gaussian

random variable with variance σ2.

II. SYSTEM MODEL

In this section, we present the system model including the
channel model and buffer status of the considered buffer-aided
UAV communication.

A. Buffer-aided UAV Communications

As depicted in Figure 1, we consider a single-antenna UAV
with a half-duplex wireless transceiver and a finite buffer,

Fig. 1. System diagram of buffer-aided UAV communications.

which is deployed to provide uplink communication for K
single-antenna GUs that are out of cellular coverage due to,
e.g., malfunction of their local serving BS or roaming to
remote areas. The GU k is located at position uGU

k , k ∈ K ≜
{1, ...,K}. Each GU k has a certain amount of data Dk that
needs to be communicated to the BS. The UAV aims to recover
the uplink communication for the GUs by serving as an aerial
relay between the GUs and a remote BS located at position
uBS. The UAV may hover at or fly toward any of the positions
between the GUs and the BS. A limited buffer enables the
UAV to store data received from the GUs before forwarding
it to the remote BS. The transceiving strategy depends on the
UAV’s positions and channel conditions.

For the considered uplink communication, the terms front-
haul and access links refer to the UAV-to-BS and the GU-
to-UAV links, respectively. To facilitate trajectory planning, a
discrete time system is applied, and each time slot has equal
duration ∆ > 0. Let i be the index of time slot. We assume
that ∆ is sufficiently small, i.e., shorter than the channel
coherence time of fronthaul and access links [11], such that the
position and channel conditions of the UAV are approximated
as constants in each time slot. Moreover, the system has a total
bandwidth of B, which is divided into small non-overlapping
frequency sub-channels via frequency-division multiple access
(FDMA). Sub-channels with bandwidths ba,k[i] and bf,k[i] are
allocated to GU k for access and fronthaul communication,
respectively. FDMA is considered as a continuous approxi-
mation of the orthogonal frequency division multiple access
(OFDMA) that has a sufficiently large number of subcarriers.

B. Channel Models and Achievable Data Rates

Let u[i] be the position of the UAV in time slot i. We con-
sider line-of-sight (LoS)-dominant channels for both fronthaul
and access links. The channel gains of the fronthaul and the
access links for communicating with GU k in time slot i,
denoted as Hf,k[i] and Ha,k[i], are modeled as

Hm,k[i] =
√
A0 · hm,k[i] · d−α/2

m,k [i], m ∈ {f, a}, (1)

where df,k[i] ≡ df [i] ≜
∥∥u[i]− uBS

∥∥ and da,k[i] ≜∥∥u[i]− uGU
k

∥∥ are the distances of the fronthaul and access
links for communicating with GU k, respectively. α is the path
loss exponent with α ≥ 2. Moreover, A0d

−α
m,k and hm,k[i] ∈ C,

m ∈ {f, a} denote the path losses and the channel fading over



the fronthaul/access links in time slot i, respectively. For the
considered LoS-dominant channels, hm,k[i], m ∈ {f, a} are
usually modeled as [12]

hm,k[i]=
√

κm

κm+1σm,ke
jθm,k[i]+

√
1

κm+1CN
(
0, σ2

m,k

)
, (2)

where hf,k ≡ hf is assumed for any k. In (2), the first and
the second terms capture the LoS and the non-LoS (NLoS)
components of propagation paths, respectively, where the
phases θm,k[i] are uniformly distributed in [0, 2π] and θm,k[i]
of different paths are independent. Thus, |hm,k[i]|2 follows
the Rician distribution with factor κm ≥ 0, where κm is the
energy ratio between the LoS and the NLoS components. A
channel with dominating LoS component has a large κm [12].

The achievable data rates over the fronthaul and access
links, denoted by rm,k[i], m ∈ {f, a}, are calculated based
on Shannon’s channel capacity formula [12],

rm,k[i] = bm,k[i] · log2
(
1 +

|Hm,k[i]|2 · pm,k[i]

σ2
n · bm,k[i]

)
, (3)

where pm,k[i], m ∈ {f, a} denotes the transmit power. pa,k[i]
is the transmit power of GU k in time slot i, and pf,k[i] is
the transmit power that the UAV allocates to GU k in the
fronthaul link in time slot i. σ2

n is the power spectral density
of the channel noise.

C. Buffer Status Evolution

Let Qmax be the size of the buffer at the UAV. We assume
that the total buffer size Qmax is dynamically allocated to the
GUs based on their channel conditions and the UAV’s position
in each time slot. Let Qk[i] be the amount of data buffered
at the UAV, also referred to as the queue length, for GU k in
time slot i. We have

Qk[i] = max {Qk[i− 1]− rf,k[i] ·∆, 0}+ ra,k[i] ·∆, (4)

where
∑K

k=1 Qk[i] ≤ Qmax should hold to avoid buffer over-
flow. Moreover, max {·, 0} prevents the buffer from underflow.
We assume that the data received in time slot i can only be
forwarded to the BS in the next time slot. Once the data is
transmitted to the BS in time slot i, the corresponding buffer
space can be immediately freed up.

Note that the achievable data rates of the fronthaul and
access links, rm,k[i], m ∈ {f, a}, may significantly differ
from each other, due to different path losses and independent
channel fadings. If rf,k[i] < ra,k[i] and

∑K
k=1 Qk[i] ≤ Qmax,

the buffer at the UAV can be used to store the data received
from the GUs; otherwise, pre-stored data from GUs will be
forwarded to the BS over the fronthaul link. Consequently,
buffering facilitates the exploitation of the links with strong
channel conditions for increasing the communication through-
put.

III. PROBLEM FORMULATION

To maximize the average throughput of buffer-aided UAV
communications in the small/finite buffer regime, joint re-
source (frequency and power) allocation, data buffering, and

trajectory optimization is investigated in this section. The
aim is to minimize the UAV’s completion time, i.e., the
time required for completing data delivery for each GU. This
problem in turn maximizes the average throughput, namely
the amount of data delivered from the GUs to the BS per time
slot, within the optimal completion time [14, Theorem 1].

Assume that the channel conditions of the fronthaul and
access links are known. Given the UAV’s starting point u[0],
the resulting optimization problem is formulated as

P1 : min
u[i],pk[i],bk[i]

TMT (5)

s.t. C1 : ∥u[i]− u[i−1]∥/∆ ≤ Vmax, i ∈ I

C2 :
∑K

k=1
pf,k[i] ≤ Pu,max, i ∈ I

C3 : pa,k[i] ≤ Pk,max, i ∈ I, k ∈ K

C4 :
∑K

k=1
(ba,k[i] + bf,k[i]) ≤ B, i ∈ I

C5 : rm,k[i] ≥ bm,k[i] · Emin
m , m ∈ {f, a}, i ∈ I, k ∈ K

C6 :
∑j

i=1
(rf,k[i]− ra,k[i−1])∆ ≤ 0, j ∈ I, k ∈ K

C7 :

K∑
k=1

j∑
i=1

(ra,k[i−1]− rf,k[i])∆ ≤ Qmax, j ∈ I

C8 :
∑TMT

i=1
rf,k[i]∆ ≥ Dk, k ∈ K,

where the objective function of P1 is the UAV’s completion
time TMT ∈ N. The optimization space includes the trajectory
u[i] of the UAV, the power allocation pk[i] ≜ (pa,k[i], pf,k[i]),
and the bandwidth allocation bk[i] ≜ (ba,k[i], bf,k[i]) for
i ∈ I ≜ {1, ..., TMT}. Constraint C1 limits the maximum
flight speed of the UAV by Vmax. C2 and C3 guarantee that
the total power consumed at the UAV and at GU k for com-
munication does not exceed Pu,max and Pk,max, respectively.
C4 constrains the maximum total bandwidth allocated for the
access and fronthaul links by B. C5 ensures a minimum signal-
to-noise ratio (SNR) of 2E

min
m − 1 for each active GU with

bm,k[i] > 0 in time slot i; otherwise, for inactive GUs C5

can be ignored. C6 guarantees causality for buffer-aided data
transmission, i.e., for any j ∈ I, the total throughput of the
fronthaul link within time period [1, j] should not exceed that
of the access link to avoid buffer underflow. C7 limits the
maximum use of buffer space to avoid buffer overflow. Implicit
in C7, dynamic buffering is guaranteed since the fractions
of the buffer size allocated to the different GUs are flexibly
adjusted. Finally, C8 requires that the data Dk of GU k should
be completely delivered to the BS until time slot TMT.

P1 is a mixed-integer nonconvex problem since the objec-
tive function and constraint C8 involve an integer variable
TMT, and constraints C5, C6, C7 and C8 involve the noncon-
vex function rm,k[i], m ∈ {f, a}. Moreover, as I is a function
of TMT, minimization of mission completion time TMT is
coupled with optimization of the UAV’s resource allocation
and trajectory {u[i],pk[i], bk[i]} [14]. Such type of problem is
generally difficult to be optimally solved within a polynomial
computation time. In Section IV, we propose a low-complexity



two-layer iterative suboptimal algorithm based on bisection
search and PSCA to solve P1.

IV. PROBLEM SOLUTION

In this section, the nonconvex constraints of problem P1 are
first transformed into equivalent differences of convex (DC)
forms, and tackled using PSCA. Then the two-layer subopti-
mal iterative algorithm is proposed to solve the mixed-integer
nonconvex problem by further decoupling the optimization of
TMT and {u[i],pk[i], bk[i]}.

A. Problem Transformation

It is convenient to directly optimize rm,k[i], m ∈ {f, a},
since constraints C5, C6, C7, and C8 are convex with respect
to rm,k[i]. According to (3), we replace pm,k[i] with rm,k[i]
in C2 and C3 using

pm,k[i] = Cm,k[i]dm,k[i]g (bm,k[i], rm,k[i]) ,m ∈ {f, a}, (6)

where we define Cm,k[i] ≜ σ2
n

A0|hm,k[i]|2 and

g (bm,k[i], rm,k[i]) ≜ bm,k[i]
(
exp

(
rm,k[i] ln 2
bm,k[i]

)
−1
)

. Note
that g (bm,k[i], rm,k[i]), m ∈ {f, a} are perspective functions
of the exponential function, for which they are jointly convex
with respect to bm,k[i] and rm,k[i] [13].

Using (6) and introducing slack variables τi ≥ 0 and τk,i ≥
0, constraints C2 and C3 can be rewritten as

C2a :
∑K

k=1
g (bf,k[i], rf,k[i]) ≤ τi, ∀i (7)

C2b : Cf,k[i]df,k[i] ≤ Pu,max/τi, ∀i (8)
C3a : g (ba,k[i], ra,k[i]) ≤ τk,i, ∀k, i (9)
C3b : Ca,k[i]da,k[i] ≤ Pk,max/τk,i, ∀k, i. (10)

Particularly, C2 will be replaced by C2a and C2b, and C3

will be replaced by C3a and C3b. Note that C2a and C3a

are convex constraints. However, C2b and C3b are nonconvex
DC constraints, which can be further tackled below using the
PSCA method.

B. Proposed Two-Layer Iterative Solution

Problem P1 is still difficult to solve due to the nonconvex
constraints C2b and C3b, and the integer variable TMT, which
is coupled with the other optimization variables. Here, we
propose to solve P1 in two layers iteratively. In each iteration,
an outer layer searches over time to find the minimum mission
completion time T ∗

MT. To this end, a bisection search is
employed because the objective function TMT ∈ N can be
regarded as a quasi-convex function of the absolute continuous
time [14].

For each TMT specified by the outer layer, an inner layer
then checks whether a feasible resource allocation, buffering,
and trajectory planning exist via solving the following problem

P2 : find (u[i], rk[i], bk[i]) , i ∈ I, k ∈ K (11)
s.t. C1,C2a−b,C3a−b,C4 − C8,

where rk[i] ≜ (ra,k[i], rf,k[i]) is the rate allocation vector.
The iteration continues until the outer-layer search converges.

Algorithm 1: Bisection Search in the Outer Layer

Input: Tini, Pu,max, B, Emin
m , {Pk,max, Dk}Kk=1,

Qmax, Vmax

Output: T ∗
MT

1 initialize Tfea = Tini, Tinfea = 0
2 while Tfea − Tinfea > 1 do
3 TMT = ⌈Tfea−Tinfea

2 ⌉
4 if P2 is feasible then
5 Tfea = TMT

6 else
7 Tinfea = TMT

8 end
9 end

10 T ∗
MT = Tfea

A similar two-layer algorithm has been proposed in our prior
work [14]; but unlike [14], the inner-layer problem P2 involves
nonconvex constraints C2b and C3b, and is nontrivial to solve.

The procedure of outer-layer bisection search is summarized
in Algorithm 1. In Algorithm 1, Tini is the starting point
of TMT, and it is a large value which makes P2 feasible.
After each search, the feasible value Tfea and infeasible value
Tinfea of TMT will be updated according to the feasibility of
P2. First, for solving P2, successive convex approximation
(SCA) is adopted to tackle DC constraints C2b and C3b [15].
Unfortunately, SCA cannot be applied for solving a nonconvex
feasibility-check problem such as P2. This is because SCA
requires a feasible initial point (τ (0)i , τ

(0)
k,i ), which is unavail-

able without solving P2. We tackle this issue by adopting
the PSCA method [16], which eliminates the requirement of
feasible initial points.

With SCA, C2b and C3b are approximated iteratively, with
iteration indexed by q, as

Cf,k[i]df,k[i]− Pu,maxf(τi; τ
(q)
i ) ≤ 0,∀i (12)

Ca,k[i]da,k[i]− Pk,maxf(τk,i; τ
(q)
k,i ) ≤ 0,∀k, i, (13)

where f(τ, τ (q)) is an affine (convex) underestimation of the
convex function 1/τ obtained via, e.g., Taylor expansion. An
example of f(τ, τ (q)) is given as

f(τ, τ (q)) =
2

τ (q)
− τ

(τ (q))2
, (14)

where f(τ, τ (q)) ≤ 1/τ,∀τ (q).
We start with a random point (τ

(0)
i , τ

(0)
k,i ), which may be

infeasible for P2. Instead of directly solving P2, the PSCA first
relaxes (12) and (13) by adding nonnegative slack variables µi,
µk,i ≥ 0,

C
(q)
2b : Cf,k[i]df,k[i]− Pu,maxf(τi; τ

(q)
i ) ≤ µi, ∀i (15)

C
(q)
3b : Ca,k[i]da,k[i]− Pk,maxf(τk,i; τ

(q)
k,i ) ≤ µk,i,∀k, i, (16)

where the values of µi and µk,i represent the violations of
constraints (12) and (13). By minimizing the sum of constraint
violations µi, µk,i iteratively, the resulting optimal solution in



Algorithm 2: PSCA based Feasibility Check in the
Inner Layer

Input: TMT, Pu,max, B, Emin
m , Vmax, γmax, η > 1, ξ,

ξviolation, Qmax, {Pk,max, Dk}Kk=1
Output: the feasibility of P2 for given TMT

1 initialize q = 0, {τ (0)i , τ
(0)
k,i , γ

(0)} > 0, ∀i, k,
2 repeat
3 Solve P(q)

3 .
4 Update: τ (q+1)

k = τ
(q)
k , τ (q+1)

k,i = τ
(q)
k,i , and

γ(q+1) = min(ηγ(q), γmax).
5 Update iteration: q = q + 1.
6 until the stopping criteria are satisfied;

each iteration leads to “smaller” violations of constraints than
the previous iteration. In order to search for a feasible point,
the PSCA minimizes the ℓ1-norm of these constraint violations
by solving the following optimization problem

P(q)
3 : min

u[i],rk[i],bk[i],s
(q)
i

γ(q)
TMT∑
i=1

(
µ
(q)
i +

K∑
k=1

µ
(q)
k,i

)
(17)

s.t. C1,C2a,C
(q)
2b ,C3a,C

(q)
3b ,C4 − C8, µi ≥ 0, µk,i ≥ 0,

where γ(q) > 0 is a penalty factor to limit violations of
constraints (12) and (13), and s

(q)
i ≜ ([τ

(q)
i , τ

(q)
k,i , µ

(q)
i , µ

(q)
k,i ])

is the vector of slack variables. Note that P(q)
3 is a convex

problem and can be solved using off-the-shelf solvers such as
CVX.

Algorithm 2 summarizes the inner-layer feasibility check
procedure. We start with a small γ(q) and possibly infeasible
initial point. The constraint violations are further reduced by
increasing γ(q). However, whenever the sum of penalty terms
of P(q)

3 becomes zero, i.e., no constraint violation in (12)
and (13), the solution of P(q)

3 is a feasible solution of P2.
We assume that the relaxed constraints well approximates the
original constraints without violations, when the sum of the
violations is small enough, i.e.,

∑TMT

i=1

(
µ
(q)
i +

∑K
k=1 µ

(q)
k,i

)
≤

ξviolation, where ξviolation ≥ 0 is a predefined threshold for
the maximum sum of allowable violations. In this case, the
optimal solution in iteration q is approximately feasible for
problem P2. Algorithm 2 stops when one of the following
criteria is satisfied:

1. The sum of the violations is below the threshold ξviolation,
which implies that the given TMT is feasible for the inner
layer problem.

2. q ≥ qmax and the sum of the violations is greater than
ξviolation, implying that the given TMT is infeasible for
the inner layer problem.

3. q < qmax, but the improvement of the sum of the
violations between two iterations is smaller than ξ, im-
plying that the given TMT is infeasible for the inner layer
problem.

With Algorithm 2, the sum of constraint violations µi and µk,i

will successively decrease until the algorithm converges. Here,

TABLE I
PARAMETER SETTINGS [14], [15]

Parameter Value Parameter Value
B 1 MHz ∆ 40 ms
D 0.5 Mbits Vmax 70 m/s
A0 -30 dB α 2

P{k=1,2},max 23 dBm Emin
m 0 dB

Pu,max 30 dBm σ2 -90 dBm
ξviolation 1 ξ 0.8%

[γ(0), γmax] [5, 1000] η 2

an upper limit γmax on γ(q) is set to avoid potential numerical
issues caused by extremely large γ(q) [16].

Recall that the outer-layer problem is quasi-convex. This
implies that Algorithm 1 is close-to-optimal if Algorithm 2
finds a feasible point for most or all feasible inner-layer
problems. However, the latter may become difficult when
Tfea − Tinfea is small. To overcome this issue, we can, e.g.,
employ multiple (possibly infeasible) initial points (τ (0)i , τ

(0)
k,i )

and/or sample these initial points through some intelligent
heuristics. As a feasible point of problem P2 may not be
obtained within the scope of search even if P2 is feasible,
the overall algorithm is generally suboptimal.

V. SIMULATION RESULTS

In this section, the performance of the proposed scheme
for optimizing the finite buffer-aided UAV communication
is evaluated through simulations. We consider UAV-aided
uplink communication from K = 2 GUs located at uGU

1 =
(90, 90, 0) m and uGU

2 = (90, 50, 0) m to the BS located
at uBS = (−10, 0, 0) m. Each GU is assumed to have
D1 = D2 = D Mbits of data for delivery to the BS
and the total available buffer space of the UAV is Qmax

Mbits. Unless otherwise specified, the simulation parameters
are set according to Table I. For performance comparison, we
consider two baseline schemes:

• Baseline Scheme 1: Unlike the proposed scheme, the
UAV employs a sufficiently large buffer with Qmax ≥
KD.

• Baseline Scheme 2: The UAV has no buffer such that the
data rate of each GU is given by the minimum capacity
of the access and fronthaul links in each time slot.

For Baseline Schemes 1 and 2, the resource allocation and
trajectory are further optimized using Algorithms 1 and 2.
Therefore, Baseline Schemes 1 and 2 define a performance
upper and lower bound on the proposed scheme, respectively.

Figure 2(a) shows the average throughput per GU for the
considered schemes as a function of the data volume D, where
Qmax = 0.2 Mbits is assumed for the proposed scheme.
From Figure 2(a), we observe that the average throughput of
all considered schemes increase with D. This is because at
the starting point u0 the UAV is far away from the GUs,
which leads to a low data rate in the access link. As D
increases, so does the completion time required for data
delivery. Consequently, the UAV will fly closer to the GUs



(a)
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Fig. 2. Average throughput per GU versus data volume D with (a) dynamic
buffering and optimized bandwidth allocation, and (b) fixed buffer and
bandwidth allocation

to achieve a higher data rate over the access links and hence,
a higher average throughput. When a buffer is available, as
D increases, the UAV can buffer more data and also moves
closer to the BS for delivering the data at higher data rates
over the fronthaul links. Thus, it achieves an even higher
average throughput. For example, with no buffer at the UAV,
the average throughput of Baseline Scheme 2 increases only
slightly with D in the small data regime and saturates in the
large data regime. The latter is because without a buffer, the
UAV tends to hover at an optimal position when D is large.
However, compared with Baseline Scheme 2, the average
throughput of Baseline Scheme 1 increases by up to 123.8%
when D = 0.5 Mbits. Moreover, despite a small buffer at the
UAV, the average throughput of the proposed scheme increases
by 63.2% compared to Baseline Scheme 2, because the UAV
can move between the GUs and the BS to fetch and deliver
data. Hence, the buffer can be reused in several rounds of
flight and delivery. Furthermore, Figure 2(b) shows the average
throughput per GU with fixed buffer allocation Qmax/2 for
each GU and fixed bandwidth B/2 for the fronthaul and
access links. When comparing Figure 2(a) and Figure 2(b), we
observe that optimizing buffering and the bandwidth allocation
of the fronthaul and access links can improve the performance
compared to fixing it, even for a small number of GUs. Note
that, while we have only shown the results for two users,
similar findings also hold for multi-user scenarios. In the later
case, the proposed scheme can achieve additional throughput
gains due to the resulting multi-user diversity.

Figure 3 shows the completion time TMT of the proposed
scheme as a function of the buffer size Qmax. We observe
that TMT monotonically decreases with Qmax due to increased

Fig. 3. Mission completion time versus buffer size

degrees of freedom for resource allocation. Moreover, a dimin-
ishing rate of decrease in the completion time is observed as
Qmax increases. For example, the completion time reduces by
38.7% when Qmax increases from 0 Mbits (no buffer) to 0.2
Mbits. In contrast, TMT only reduces by 18.8% when Qmax

increases from 0.2 Mbits to 1 Mbits, and saturates when Qmax

is sufficiently large. These results show that a small buffer can
significantly reduce the completion time of the UAV.

For more insights into the performance of our proposed
scheme, Figure 4 shows the UAV’s trajectory (projected onto
the horizon) and buffer status for the proposed scheme, Base-
line Scheme 1, and Baseline Scheme 2, where the UAV starts
flight from the origin. From Figure 4(a), we observe that when
the buffer size is limited, the UAV frequently flies back and
forth between the BS and GUs to transmit the data to the
BS without buffer overflow. Consequently, several peaks can
be observed in the buffer status, where the UAV attempts to
send almost all buffered data to the BS such that the buffer
can be promptly reused for the next round of delivery. From
Figure 4(b), we observe that when the buffer size is sufficiently
large, the UAV collects and stores more data from the GUs
than the proposed scheme before transmitting them to the BS.
In this case, the UAV only has to fly a shorter total distance in
order to lower the completion time. We also observe that the
buffer size Qmax = 0.6 Mbits is sufficiently large, although
it is smaller than the total amount of data at the GUs. This is
because in order to minimize the completion time, the buffered
data will be delivered to the BS, whenever possible. Unlike
Figure 4(a) and 4(b), we observe from Figure 4(c) that, when
there is no buffer, the UAV stays in a small region most of the
time and hence, cannot fully exploit its mobility for improving
the average throughput.

Finally, Figure 5 shows the volume of data received at the
BS over time for the proposed scheme, Baseline Scheme 1, and
Baseline Scheme 2. From Figure 5, we observe that the UAV
completes the data delivery for both GUs at the same time, in
order to minimize the mission completion time. As shown in
Figure 5(b), when the buffer size is sufficiently large, the UAV
gathers data simultaneously from both GUs and delivers it to
the BS; then, the UAV flies back towards and transmits data
to the BS before the end of the data delivery. Therefore, an
exponential increase in the volume of delivered data appears
in time period [80, 110]. This result is consistent with the
trajectory in Figure 4(b). Unlike Figure 5(b), we can see
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Fig. 4. Trajectory and buffer status of the UAV for (a) the proposed scheme with Qmax = 0.2 Mbits, (b) Baseline Scheme 1, and (c) Baseline Scheme 2.

(a) (b) (c)

Fig. 5. Volume of data received at the BS from GU1 and GU2 over time with D = 0.5 Mbits for (a) the proposed scheme with Qmax = 0.2 Mbits, (b)
Baseline Scheme 1, and (c) Baseline Scheme 2.

that the UAV transmits data from different GUs to the BS at
different times in Figure 5(a). This is because, in the case of a
small buffer size, the UAV will exploit its mobility by flexibly
adjusting its trajectory and resource allocation according to
the geographical distribution of the GUs for minimizing the
completion time. The trajectory of the UAV in Figure 4(a) also
proves this. On the other hand, Figure 4(c) shows that, where
there is no buffer, the data transmission rate stays constant for
both GUs, where the UAV only moves in a small area.

VI. CONCLUSION

In this paper, we investigated the maximum average
throughput gains of a finite buffer-aided UAV communication
system which assists uplink communication from multiple
GUs to a BS. To this end, joint optimization of power and
bandwidth allocation, data buffering, and trajectory planning
was considered for minimizing the completion time required
for delivering a given volume of data from each GU. This in
turn maximizes the average throughput achievable in the short-
est completion time. To solve the formulated mixed-integer
nonconvex problem, we proposed a low-complexity two-layer
iterative suboptimal algorithm based on bisection search and
PSCA, which is close-to-optimal under certain conditions.
Simulation results showed that buffering with sufficiently large
size can increase the UAV’s average throughput by up to
123.8% compared to the case without buffering. Moreover, our
proposed scheme using only a small buffer can intelligently
exploit the UAV’s mobility to achieve a throughput gain of
63.2% compared to without buffering.
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