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Abstract—Distributed generators offer the possibility for fast
power grid restoration after disastrous events by forming lo-
cal microgrids. Merging such microgrids increases the supply
capacity for critical loads which cannot be supplied by one
generator individually. This step, however, requires an active
communication channel between the involved distributed gen-
erators for continued stable operation. We show in this paper
how to compute optimal restoration sequences, that explicitly
take into account this interdependency between the electrical and
the communication network when merging local microgrids. We
demonstrate our approach on a basic example and an adapted
version of the IEEE 123-node test feeder, showing that our
approach allows resupplying significantly more and larger loads
compared to isolated microgrid operation.

Index Terms—distribution grid restoration, communication
constraints, multilayer grid, mixed-integer-linear-programming

I. INTRODUCTION

Smart distribution grids with decentral generation and active

consumers are an adequate way to integrate renewable ener-

gies into power systems [1]. Their dependence on digitalised

infrastructure, however, implies an increasing risk for cyber

attacks [2], [3] and supply resilience is thus an important,

timely topic. This claim is underlined by the growing number

of extreme weather events [4]. One answer to this challenge

is the use of smart grids’ distributed generators (DGs) to form

local microgrids. This offers significant potential to endure

and overcome the disastrous consequences of long-term power

outages. For example, local microgrids were used to ensure

emergency supplies in the aftermath of the earthquake and the

following tsunami in Japan in 2011 [5], [6].

The optimal segmentation of a power distribution grid into

separate microgrids – one for each DG – can be computed

by solving a mixed integer linear program (MILP), where

it is assumed that all line segments are switchable [7]. The

approach can be extended to switching sequences and unbal-

anced power networks employing approximate AC power flow

models [8], to include power support by decentral renewable

sources and the effects of cold load pickup [9], and to the

scheduling of mobile generators and repair crews [10]. All

these works considered only one generator per microgrid, or

at least only in one location over the whole time set [10].

Merging multiple microgrids into one by connecting their

distributed generators, however, has significant advantages. It

allows to supply larger loads which could not be supplied by

one generator alone, increases the amount of available reserve

power during the restoration process and offers at least some

redundancy towards additional outages of one of the DGs.

The key assumption of this paper is that the continued

stable operation of multiple cooperative DGs in one microgrid

requires a communication channel between these generators.

Primary load balancing is typically performed via frequency

control, implemented by decentral proportional controllers

without communication [11]. While this scheme works for

short periods of time, a secondary frequency control scheme

is required to restore the system frequency back to nominal

values and free the primary reserves to handle further power

imbalances. The secondary control scheme, typically imple-

mented as a proportional integrating (PI) controller, can be

run on one DG only, but this implies that only this generator’s

capacity is available for secondary reserve. Running non-

communicating PI-controllers on multiple DGs in parallel is

instable. Therefore, one typically uses only one centralized

PI controller [11] or decentralized consensus-based version

thereof [12], [13]. Both of these approaches, however, require

a communication channel between the generators.

In this paper we distinguish between ”slow” and ”fast” com-

munication channels. Several slow communication channels

offer limited information exchange capabilities, i.e. low data

rates and high latencies, even under the restricted conditions

of a blackout. Long Range Wide Area Networks (LoRaWAN)

are designed for low energy consumption and can survive on

battery support for long periods of time. Other options include

direct communication via personal transport (e.g. by car) or

peer-to-peer solutions using mobile end devices [14]. These

slow communication paths are not suitable for the control of

cooperatively operating DGs. They do, however, offer possi-

bilities for obtaining situational awareness, for commanding

a limited number of switching operations, or for distributing

restoration plans. To enable stable DG cooperation, higher data

rates and lower latencies of a ”fast” communication channel
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Fig. 1. Topology of a 5-node test grid, showing the connected electrical and
communication grid. In order to sequentially restore all loads of the grid both
DG have to synchronize their generation to ensure safe merging of the two
initialized microgrids.

are needed. Such communication can be provided by wired

or mobile infrastructure-based networks. While mobile base

stations are typically equipped with backup energy supplies

to bridge short blackouts periods, they cannot stay operational

during longer outages. In some areas specific radio frequency

bands are reserved for public protection and disaster relief

[15] and special networks of corresponding radio antennas

with extended energy supplies are installed. However, such

networks are not available everywhere and should save their

capacity for other emergency services. Satellite telephony may

be another option, but is rarely available in distribution grids.

In summary, we find that the most fast communication chan-

nels require dedicated power support for extended operation

during a blackout.

Several scientific works on distribution grid restoration as-

sume communication capabilities without taking into account

the interdependence of communication and its power supply

[10], [16]–[18]. [7] investigates the use of slow communication

between local agents to obtain status data about the network

situation after a disastrous event. Cooperative operation of

multiple DGs subject to a communication link to grid-external

central communication points is discussed in [19]. The ability

to compensate power shortages between different microgrids,

which are connected via a central communication point, is

investigated in [20]. All these approaches show the importance

of communication, but do not address the dependence of

communication itself on power supply.

In this paper, we formulate an algorithm for the sequential

restoration of distribution networks, considering an explicit

model of the communication grid topology between the gen-

erators and the electrical supply thereof during the restoration

phase. Generators in distinct microgrids are allowed to co-

operate – effectively merging the microgrids – only after a

fast communication link between them has been established.

For a demonstrative example see Fig. 1. The contribution of

this paper is to show how this condition can be included

into a MILP-based restoration planning approach. Compared

to previous work, that requires tracking the electrical and

communication affiliation status between all nodes and the

generators throughout the restoration process. Moreover, we

need to formulate specific novel constraints based on these

values. The reward for this effort is to make the harvesting of

the aforementioned benefits of cooperative DG control more

realistic.

In Section II, we describe the key modeling steps of the

paper, before presenting the restoration optimization problem

in Section III. In Section IV, we present the exemplary

optimization results both for the demonstrative example in Fig.

1 and an adapted version of the IEEE 123-node test feeder.

Section V concludes with a summary and an outlook.

II. KEY MODELING STEPS

Before describing the optimization problem for the restora-

tion sequence in detail in Section III, we present key modeling

concepts with respect to the electrical and the communication

infrastructure, the restoration process, and our computational

setup in this section.

A. Electrical Infrastructure & Restoration Process

Let the electrical distribution network consist of nodes i, j ∈
N = {1, 2, ..., N} and electrical lines (i, j) ∈ LE = {(i, j) :
i, j ∈ N} . Each node i can be in an energized state at time

t ∈ T := {1, 2, ..., T}, denoted as αE
i,t = 1, or blacked out,

denoted as αE
i,t = 0. Node i has a power demand of di, and we

assume in line with [7] that progressing automation of power

grids will lead to the switchability of all loads and lines. We

denote a closed load switch at node i and time t by uE
i,t = 1.

We also assume that all lines are switchable and let uE
ij,t = 1

indicate a connected line between nodes i and j at time t.

Initially all loads and lines are assumed to be disconnected

after a blackout. The grid is then restored starting from a set of

black-start/grid-forming capable DGs G ⊆ N . By sequentially

re-closing line switches, more and more nodes are energized

thereafter. Whenever a node is energized and the supplying

generators have sufficient free active power available, its local

load switch can be closed such that the local load demand is

resupplied.

In the experiments of this work we consider all lines and

switches to be operational at all times. In effect, we examine

a local resupply scenario after an outage in the upper voltage

levels. Damaged, destroyed, or blocked components within

the modeling domain could additionally be incorporated by

forcing some switching variables to fixed values [7], [8].

Unlike various previous works [7], [21], [22], we do not

restrict the network to be radial.

B. Communication Infrastructure

We assume that some nodes of the electric grid also have

communication capabilities, allowing them to establish fast

communication links to other nodes. This defines the commu-

nication graph with the same node set N as the electric graph

and the possible communication links (i, j) ∈ LC as edges.

LC and LE need not to express the same topology. In fact,

they will often be different in practice.

Whenever both end nodes of a communication link were

energized at the time t − 1, the link is assumed to become

operational at time t, indicated by αC
ij,t = 1 for the link

between nodes i and j. An active communication link at

one node i does not presuppose a closed load switch for the

load demand at that node, i.e. uE
i,t = 1. Instead, the DGs
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that energize node i are assumed to always have sufficient

power reserves to additionally support the energy demand

for the communication capability without this being explicitly

modeled. This is plausible since communications’ energy

demand is typically small compared to the other loads in the

system.

C. Computational Considerations

Our optimization formulation for computing restoration

sequences takes a central perspective: it calculates the optimal

switching sequence for the entire network given the pre-

fault load values at all network nodes (and potentially the

damage status of all switches, lines and other equipment). This

input information could be gathered via a ”slow” communi-

cation system, as mentioned above. The computed switching

sequences would have to be distributed in the same way.

Alternatively, one could perform both steps in a distributed

fashion using consensus protocols as explained in [7].

Our core assumption is that the cooperative operation of

several DGs requires fast communication between them to

operate synchronized and controlled. To prevent electrical

lines, that would connect two microgrids whose generators

do not have such a channel yet, from being activated we

introduce the following formalism: we define binary variables

χE
ig,t and χC

ig,t that denote for each node i at each time t

whether or not it is connected to generator g ∈ G via active

lines/links in the electrical (E) or the communication (C)

network. To express this ”affiliation” status via a set of mixed

integer linear equations, we employ the method of fictitious

single-commodity flows [23], which is described in detail in

Section III-E.

We formulate the optimization as a MILP problem. This

class of optimization problems is well-suited to model our

switching conditions and can be optimized with powerful

standard solvers. They often find feasible solutions very

quickly and provide hard optimality guarantees throughout the

optimization process.

Several previous studies considered detailed three-phase

(unbalanced) AC power flow calculations for distribution net-

work restorations with microgrids [8]–[10], [24]. To simplify

our outline and to focus on our new additions, we restrict

ourselves to a simple standard DC power flow model [25]. The

model could, however, straight-forwardly be extended in line

with the referenced work to include these additional aspects.

III. OPTIMIZATION FORMULATION

We are now ready to formulate the MILP problem for

computing an optimal sequence of switching operations to

restore the grid after a blackout. To keep our notation compact,

we define that an index without a set in a for-all statement

means that the index runs over all possible values for that

symbol, e.g., we write ∀i instead of ∀i ∈ N . If the index does

not run over all possible values, we denote a corresponding

condition or a value set explicitly.

A. Objective Function

The objective function is the weighted average restored load

over the planning horizon,

max
1

T

∑

t∈T

∑

i∈N

wi · di · u
E
i,t. (1a)

This objective is equivalent to minimizing the average non-

supplied load.

B. Electrical Constraints

The first condition for the electrical system is the energy

balance at each node∑

g∈G

pg,tδi,g − di · u
E
i,t =

∑

j∈ΩE

i

pij,t , ∀i, t. (2a)

Here, pg,t is the power output of DG g at time t, pij,t the

power flow from node i to node j at time t, and ΩE
i the set

of neighbours of node i in the electrical graph .

Generators have capacity limits pg , implying

0 ≤ pg,t ≤ pg , ∀g, t. (2b)

Similarly, we use the big-M method to restrict line power flows

depending on their switching status uE
ij,t as

−pij · u
E
ij,t ≤ pij,t ≤ pij · u

E
ij,t , ∀t, i, j ∈ ΩE

i , (2c)

where pij denotes the maximum power capacity of the line

between node i and j.

Employing DC power flow modeling, we assume that

pij,t = Bij (θi,t − θj,t)− sij,t , ∀t, i, j ∈ ΩE
i , (2d)

where Bij is the admittance matrix value between nodes i and

j and θi,t the voltage phase angle at nodes i and time t. The

slack variable sij,t allows to have independent phase angles

at the ends of disconnected lines. Using a big-M construction

again we require

−M · (1− uE
ij,t) ≤ sij,t ≤ M · (1− uE

ij,t),

∀t, i, j ∈ ΩE
i , (2e)

for sufficiently large M . We set M to the cardinality of N
in our experiments. Though not strictly needed, we found the

following additional anti-symmetry constraint to significantly

speed up computations,

pji,t = −pij,t , ∀t, i, j ∈ ΩE
i . (2f)

C. Energization & Link Activation Status

A node can be energized if it is electrically affiliated with

at least one generator,

αE
i,t ≤

∑

g∈G

χE
ig,t , ∀i, t . (3)

A communication link can only be active if both end points

were energized in the timestep before,

2 · αC
ij,t ≤ αE

i,t−1 + αE
j,t−1 , ∀t > 1, i, j ∈ ΩC

i . (4)

Once a node is energized it stays energized for the rest of the

time,

αE
i,t ≥ αE

i,t−1, ∀i, t > 1. (5)
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D. Switching Constraints

Reconnecting local loads is limited by the energization

status,

uE
i,t ≤ αE

i,t , ∀i, t. (6)

Concerning line switching decisions, we state that an elec-

trical line can only be activated if at least one of the two end

points was energized in the time step before,

uE
ij,t ≤ αE

i,t−1 + αE
j,t−1 , ∀t > 1, i, j ∈ ΩE

i . (7a)

This allows to electrically connect to non-energized nodes.

When an electrical line is activated, both end points are

energized,

αE
i,t ≥ uE

ij,t, ∀t, i, j ∈ ΩE
i ,

αE
j,t ≥ uE

ij,t, ∀t, i, j ∈ ΩE
i .

(7b)

Once a line switch is closed, it is not opened again,

uE
ij,t ≥ uE

ij,t−1 , ∀t > 1, i, j ∈ ΩE
i , (7c)

and we assume symmetry,

uE
ij,t = uE

ij,t , ∀t, i, j ∈ ΩE
i . (7d)

What remains is the core novel condition in this paper: two

microgrids can only be merged if their generators are able to

communicate. We express this as follows,

uE
ij,t ≤ (1− χE

ig,t) + (1− χE
jg̃,t)

+ χC
gg̃,t−1 , ∀i, g, g̃, t > 1, j ∈ ΩE

i . (8)

If node i is electrically affiliated to generator g and node

j to g̃ ∈ G, respectively, then g and g̃ must be affiliated in

communication for the line switch between i and j to close.

The completeness of this condition is understood as follows:

all of the inequalities (8) are trivially satisfied for uE
ij,t = 1

if one of the endpoints is not electrically affiliated to any

generator, i.e. χE
ig,t = 0 for all g ∈ G or χE

jg,t = 0
for all g ∈ G. This, however, is not possible due to (7b)

and (3) which jointly imply that there must be at least one

electrical affiliation for both end nodes at time t. Another

possibility for such unwanted behavior is that both end nodes

are electrically affiliated to the same generator only, which

would also trivially satisfy (8), since any generator is affiliated

in communication with itself. However, this condition cannot

hold for all segments on a path that electrically connects two

distinct generators g and g̃. On at least one segment of the

path, the end point nodes are electrically affiliated with g

and g̃, respectively. This is due to fact that any generator is

electrically affiliated with itself at all times. The conditions

can therefore only hold in the whole network if any two DGs

g and g̃ of a merged microgrid are affiliated in communication,

which is exactly what we want to guarantee.

E. Affiliation Constraints

With the conditions in this section, we ensure that an

electrical or communication affiliation between node i and

generator g can only exist, if there is a connected/active path

between i and g in the respective network. To this end, we use

the fictitious commodity flow method [23]. For any generator g

and both the electrical (E) and the communcation (C) grid we

consider separate fictitious commodities. Such commodities

flow from an infinite capacity source located at generator g

over the connected/active network edges to fictitious demands

of 1 for that commodity at all affiliated nodes i. Nodes that

cannot be reached due to disconnected lines or inactive links

thus cannot be affiliated.

This idea is formulated using the flow conservation condi-

tions
−1 · χE

ig,t =
∑

j∈ΩE

i

ΦE
ij,g,t , ∀g, t, i 6= g,

−1 · χC
ig,t =

∑

j∈ΩC

i

ΦC
ij,g,t , ∀g, t, i 6= g,

(9a)

where ΦE
ij,g,t and ΦC

ij,g,t are the flows of the respective

commodity over line (i, j) at time t and ΩE
i , ΩC

i are the sets

of electrical and communication neighbours of node i. The

fact that only connected or active lines can be used for such

flows is expressed as

−M · uE
ij,t ≤ ΦE

ij,g,t ≤ M · uE
ij,t , ∀i, g, t, j ∈ ΩE

i ,

−M · αC
ij,t ≤ ΦC

ij,g,t ≤ M · αC
ij,t , ∀i, g, t, j ∈ ΩC

i .
(9b)

We moreover assume anti-symmetry of the flows,

ΦE
ij,g,t = −ΦE

ji,g,t, ∀i, g, t, j ∈ ΩE
i ,

ΦC
ij,g,t = −ΦC

ji,g,t, ∀i, g, t, j ∈ ΩC
i ,

(9c)

and once a node is affiliated, it stays affiliated for the rest of

the time by:

χE
ig,t ≥ χE

ig,t−1, ∀i, g, t > 1,

χC
ig,t ≥ χC

ig,t−1, ∀i, g, t > 1.
(9d)

For generators themselves we assume self-affiliation at all

times, i.e.

χE
gg,t = χC

gg,t = 1, ∀g, t. (9e)

F. Initialization Conditions

These conditions determine the state of the decision vari-

ables at time step t = 1 of the optimization problem. In a

blackout situation we assume all switching variables to be zero

initially, i.e. all switches of loads and lines are opened,

uE
ij,1 = 0, ∀i, j ∈ ΩE

i ,

uE
i,1 = 0, ∀i.

(10)

The combined problem is a MILP and can be solved effi-

ciently with standard solvers. In order to avoid large generation

jumps between consecutive timesteps, which might lead to

dynamic instabilities in practice, one could include additional

penalty terms or constraints to limit these. The same holds

for avoiding large phase angle differences between adjacent
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Fig. 2. Computed restoration sequence for the 5-node test grid shown in Fig.
1. A dashed node is not yet energized, a solid non-filled node is energized,
a filled node additionally supplies its local load demand. Dashed electrical
lines are disconnected whereas solid ones represent a closed line switch.
Active communication links are shown a blue dashed, inactive ones are not
shown. The high load can only be supplied after communication link between
generators has been established.

nodes. Since our simulation environment does not react to

these effects, we refrain from doing so in this paper.

IV. SIMULATION RESULTS

In this section we present the results of the optimization

problem for two systems. The first 5-node system, shown in

Fig. 1, allows to illustrate the restoration sequence in detail.

The second system is a modified version of the IEEE 123-node

test feeder [26]. Thereafter, we shortly discuss computation

times.

The MILP is optimized by the CPLEX solver with standard

settings via the General Algebraic Modelling System (GAMS)

[27]. The relative solution tolerance is set to 1%.

A. Case Study I: 5-Node Test Grid

The 5-node test grid consists of two DGs, two small loads

and one high load. The small loads can be powered by a

single DG alone, while the high load requires two DGs to

work together to supply the load. The DGs have a rated power

of pn2 = pn4 = 250 kW. The small loads are dn1 = dn5 =
100 kW, while the high load is dn3 300 kW. The electrical

line rating is pij = 250 kW for all lines. All weights are set

to wi = 1 such that no node is preferred and the maximum

load of the system shall be recovered. The topology of the

communication network differs from the electrical network by

the additional communication link between node n1 to n5 and

the missing communication links to node n3.

The resulting switching sequence is shown in Fig. 2. After

4 timesteps the restoration process is complete. Initially all

switchable elements are in an open state and the DG nodes

are the only ones energized, starting two microgrids. In the

second timestep the line switches (n1, n2), (n2, n3), (n4, n5)

are closed and the nodes connected to them n1, n3, n5 are

energized. As there is no communication link between DG

n2 and DG n4 yet, it is not possible to activate electrical

line (n3, n4), that would merge the two microgrids, at this

time, see (8). The loads at nodes n1 and n5 are picked up

(uE
n1,2 = uE

n5,2 = 1) and supplied by the respective DG.

In the third timestep the communication links between the

energized nodes are becoming active (αn1n5,3 = αn1n2,3 =
αn2n3,3 = αn4n5,3 = 1). Due to the specific network structure,

all possible links can be activated at once. In larger networks

not all nodes would be energized in the first timestep already,

and thus the communication network would sequentially be

enlarged. In the fourth and last timestep synchronization of

the DGs is possible as a result of the communication link

established at time 3. Electrical line (n3, n4) is thus activated

(uE
n3n4,4 = 1) and load n3 can additionally be picked-

up (uE
n3,4 = 1). Then, the network is completely restored.

It is worth mentioning that in this particular case, due to

the symmetric grid topology two optimal sequences can be

obtained, by altering the closed lines n2, n3 and n3, n4 in t2
and t3.

B. Case Study II: Modified IEEE 123-Node Test Feeder Grid

We use the IEEE 123-node test feeder grid [26] as a basis

and extend it with seven distributed DGs and a communication

network as shown in Fig. 3. The topology of our model

matches the IEEE test case and our nodal loads are represented

as the sum of all phase loads of the IEEE grid. The highest

loads are represented as green nodes in Fig. 3. They are

also listed in Table I together with the power and location

of the seven added DGs. In line with the IEEE data, the

specific line reactance is assumed as 1.06 Ω/mile. Using the

original distances (the distance of nodes which were originally

connected by switches were set to 100 ft) and a voltage level

of 4.16 kV we obtain the admittance matrix values Bij . The

power limits of the lines are set to the maximum power of the

largest generator (pij = 1500 kW). Reducing the line limits

will result in differently shared loads of the DGs, harder

contraints and ultimately lead to infeasibility of the programm.

The communication grid connects the nodes (n6, n14, n20,

n42, n66, n75, n88, n94, n106) and seven DGs in a two-ring

topology as shown in Fig. 3. We set the weights for all nodes

to wi = 1 and the time horizon to T = 9. The considered time

horizon is defined in such a way that it is possible to restore

all loads in the distribution network.

The restored load over the timesteps is shown in Fig. 4.

In the first timestep, all DGs initialize local microgrids by

energizing their nodes. Since all switches are open after a

blackout situation, no loads are picked-up. After one timestep

each microgrid is expanded by energizing the adjacent nodes,

and the loads located at the DG node as well as the loads

of the newly energized nodes are supplied. In the following

timesteps, the picked up load and the number of energized

nodes of each microgrid grows along the electrical topology

until the microgrid reaches a node affiliated to another micro-

grid. When there is no communication path between the DGs
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Fig. 3. Topology of the IEEE-123 node test feeder grid together with seven
additional DGs and the assumed communication grid.

TABLE I
IEEE 123 NODE TEST FEEDER DG CAPACITY DATA AND HIGH LOADS

DG Power [kW] Nodes Load [kW]

n1 250 n47 105

n18 500 n48 210

n44 300 n49 140

n57 220 n64 75

n59 1500 n65 140

n73 230 n66 75

n108 500 n76 245

of two such adjacent microgrids, no electrical connection can

be established between them. This can be seen, for example,

for microgrid DG-n59, which is limited in its expansion by

DG-n57 until a communication link is formed. During that

time, it only provides a power output of 40 kW. When node

n94 is energized at t = 3, a communication connection

between the DGs can be established at t = 4. The two DGs

are then synchronized, whereupon both microgrids are merged

from time t = 5 on and DG-n59 can provide higher power

output. Since DG-n59 has much higher capacity (1500 kW)

than DG-n57 (220 kW), the connection of both microgrids

allows restoring many more network loads. An equivalent

argumentation chain applies to DG-n18 and DG-n44. There

again, the communication is formed in t = 3 and a connection

between the microgrids is established at t = 5. This allows for

the higher loads at the nodes n47, n48 and n49 to be supplied.

At time t = 9 all loads of the distribution grid are restored.

For comparison, we consider the exact same network but

without the communication links, thus without the option to

merge microgrids. The results are shown in Fig. 5. Without

cooperative operation of the DGs only 58 % of the total loads

are recovered. One reason is that DG-n59 is limited to supply

only 40 kW before its microgrid gets blocked by the microgrid
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Fig. 4. Restored load and power output of each DG of the 123-node test-
feeder over the time horizon of 9 timesteps, with microgrid merging. All load
is restored after 9 timesteps. The benefit of the cooperative operation of DGs
can be seen in timestep 5, where the restored load makes a significant jump.
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Fig. 5. Restored load and power output of each DG of the 123-node test-
feeder over the time horizon of 9 timesteps, without microgrid merging. After
6 timesteps the maximum possible load (58%) is restored.

of DG-n57. Moreover, the higher loads at nodes n48 and n76
cannot be supplied.

The example shows that our approach of merging micro-

grids has great potential for restoring distribution networks.

To make this possible, however, one needs to consider the

interdependence of the electrical and the communication in-

frastructure.

C. Computation Times

MILP problems are known to be NP-hard, since they can,

for example, model the knapsack problem. Computation times

can thus be challenging, especially when large grid and numer-

ous DGs greatly increase the number of binary variables and

equations. In an online application for reactive grid restoration
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acceptable computation times would depend on the speed of

”slow” communication system to gather the input information

and distribute the optimization results. They would also have

to be set into perspective of the startup times of the DGs. We

conclude that times in the range of a few minutes should be

acceptable in most cases.

On a laptop with an Intel I5-8265U processor and 16 GB

RAM the 5-node test grid solves in less then a second. The

IEEE 123-node test feeder takes more than one hour to obtain

a proven gap of 1 %. However, a solution with a proven

optimality gap of 9 % and 100 % load restoration in 9 timesteps

is already found after 1:54 min.

This shows that the computations times, despite being

significant, may be well-suited to solve realistic restoration

tasks. If not all lines and loads are individually switchable –

which will be the case for many grids in the near future – the

number of variables is greatly reduced and faster computation

times can be achieved.

V. CONCLUSION

In this paper we presented an approach for finding opti-

mal restoration sequences for a smart distribution grid with

black-start capable DGs and switchable lines and loads. The

merging of multiple microgrids was made conditional on the

availablility of an active communication link between the DGs

to coordinate their joint operation. To this end, we explicitly

took the topologies of the electric and the communication

grid into account and formulated the problem as a MILP

maximizing the restored load. The case studies supported the

claim that cooperative DG operation enables supplying larger

and potentially more critical loads.

Further work might consider incomplete situational aware-

ness during the restoration process, especially schemes where

the individual microgrids act on their own to quickly recover

as much load as possible, but still are able to actively coordi-

nate and merge with neighboring microgrids when these are

discovered.
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