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Abstract—We consider a multicellular system in the downlink
where at each base station (BS), massive multiple-input multiple-
output (MIMO) is utilized via large antenna array. However, big
numbers of antennas and users result in a huge channel state
information (CSI) overhead and big computational complexity. To
cope with these challenges, we propose a two-stage beamforming
with power allocation using the signal to leakage and noise ratio
(SLNR) as a performance metric since it is known to decouple the
optimization problems compared to conventional design methods,
allowing independent, distributed processing at each BS. As a first
contribution, we derive a deterministic equivalent of the SLNR
in the distributed two-stage beamforming context using random
matrix theory which provides very accurate approximations in
closed-form. The second contribution consists of beamforming
design and power allocation. More precisely, in the first stage
of the proposed beamforming, an outer beamformer is designed
using the deterministic equivalent of the SLNR which requires
only statistical CSI and produces an effective system of lower
dimension. In the second stage, an inner beamformer applies
regularized zero forcing on the low-dimensional effective channel
to combat the interference. Additionally, to improve the user fair-
ness, power allocation which maximizes the minimum effective
SLNR is proposed and shown to be a convex problem. Simulation
results confirm that both the proposed beamforming as well as the
combination of the proposed beamforming with power allocation
reduce the system dimensionality without degradation of system
performance in terms of throughput and user fairness.

I. INTRODUCTION

The multiple-input multiple-output (MIMO) technology is

a fundamental part of current and future wireless systems.

It has already been adopted in the standards for wireless

communications since it offers data rate increase and improved

link reliability without the need of additional investments in

transmit power or bandwidth [1], [2]. Over the last decade,

researchers have intensively studied multiuser MIMO where

several users are served simultaneously in the same time-

frequency resource using beamforming, to increase the spectral

efficiency and the throughput [3]. More recently, the focus

of the research community has moved to multiuser massive

MIMO where a large number of antennas is used in order to

meet the future capacity demand. However, the application

of large antenna arrays especially in multicellular context

tremendously increases the channel state information (CSI)

overhead and causes big computational burden.

One way to deal with computational complexity in massive

MIMO is to use the signal to leakage and noise ratio (SLNR) at

the base station (BS) as a performance metric for beamforming

and power allocation. Even though signal to interference

and noise ratio (SINR) based optimization problems have

been thoroughly studied, it is known that they lack simple

closed-form solutions due to the complexity and the coupled

nature [4]. As a result, many researchers focused their studies

on the SLNR which considers the leakage power, i.e. the

interference produced from the signal intended for a desired

user onto the other users, which decouples the optimization

problems at the BSs and so it reduces the complexity. Thus,

the SLNR has been successfully applied in MIMO systems

for different beamforming and power optimization problems

and it is shown to be a reliable metric which improves the

system performance. For instance, in [4] and [5] a SLNR

based beamforming is applied in a single cell MIMO system

and studies on the effect of imperfect CSI on the system

performance are conducted. In [6]–[8], the power allocation

for a single cell has been investigated assuming an SLNR

based beamforming.

In large scale systems with huge numbers of antennas and

users, the big CSI overhead becomes critical since the CSI is

described through large matrices whose dimensions increase

with the number of antennas and users. To overcome this

challenge, a two-stage beamforming has been studied [9]–[13]

where an outer and an inner beamformers are defined to deal

with the statistical and the instantaneous channel changes, re-

spectively. In the first stage, the outer beamformer reduces the

channel dimensionality, i.e., the size of the CSI matrices, and

so it produces effective channel. During the second stage, the

inner beamformer utilizes conventional linear beamforming

using only the low-dimensional effective channel. Neverthe-

less, the two-stage beamforming has the strong assumption that

there are user groups and all users in one group have the same

channel correlation matrix. Particularly, in the very scarcely

researched multicellular cases, this assumption becomes very

impractical. For instance, in [12] all users in a cell are closely

spaced and have the same channel correlation. Hence, the two-

stage beamforming leads to implementation problems like user

grouping and, therefore, the performance for more realistic

scenarios is still unknown [13].

Therefore, differently from previous works, we study dis-

tributed two-stage beamforming in the downlink of a multicel-

lular network where instead of grouping users and assuming

that the users in each group share the same statistics, we

consider the realistic case that they are randomly distributed



in the cells and have independent channel properties. We

consider that at each BS, the outer beamformer uses only

statistics to reduce the system dimensionality and the inner

beamformer performs regularized zero forcing (RZF) on the

low-dimensional effective channel. The objective of the outer

beamformer at each BS is to reduce the dimensionality so that

every processing step after the first stage works with the less

computationally demanding effective channels, while at the

same time the system performance remains in the same order.

To achieve a fully distributed system, each BS uses SLNR

as a performance metric. Unlike the SINR, the SLNR metric

decomposes the system parameters such that the optimization

problems at each BS become independent of the decisions

of the other BSs. The first problem which we face is to

compute the SLNR in the case of statistical CSI, since working

with statistics is usually a very complex and time-consuming

task. Therefore, our first contribution lies in the application of

random matrix theory through which we derive a deterministic

equivalent of the SLNR in the distributed multicell system

which is a very tight approximation in closed-form. Having

these approximations, the BS can reliably and fast design the

outer beamforming using only statistics. The second contribu-

tion of this work consists of the proposed outer beamforming

design and power allocation. We propose a low-complex outer

beamforming based on block diagonalization which designs

a transmission subspace which maximizes the deterministic

equivalent of the minimum SLNR in the cell while reducing

the dimensionality of the initial transmission space. Moreover,

to elaborate on user fairness, we apply power allocation which

maximizes the minimum effective SLNR of the users in

the cell using only the low-dimensional effective channels.

Luckily, the max min SLNR problem can be reformulated

to a convex problem and efficiently solved by any convex

solver. Simulation results confirm that the proposed two-stage

beamforming reduces the system dimensionality while it keeps

the performance in the sense of throughput and user fairness

very close to the performance of the single stage RZF. More-

over, combining the two-stage beamforming with the power

allocation results also in a system with reduced dimensionality

and preserved throughput and fairness performance compared

to the trivial RZF with the same power allocation approach.

The rest of the paper is organized as follows. In Section II,

we present the system model and in Section III the two-stage

beamforming. Section IV shows the deterministic equivalent

of the SLNR and the design of the outer beamforming. Section

V shows the proposed power allocation. Section VI presents

simulation results and Section VII concludes of the work.

Notations - Lower case and upper case boldface letters

denote vectors and matrices, respectively. The ith entry of

vector x is denoted by [x]i and the (i, j)th entry of the matrix

X as [X]i,j . Hermitian transpose and trace of a matrix are

denoted as (·)H and tr(·), respectively. IN stands for identity

matrix of size N ×N . Euclidean norm of vector x is denoted

as ||x|| and spectral norm of matrix X as ||X||. The cardinality

of set A is |A|.

II. SYSTEM MODEL

We consider the downlink of a multicellular network with

L BSs, each equipped with Ml antennas. Every BS serves

a set Kl of single-antenna users simultaneously, so that the

overall number of users in the network is K =
∑L

l=1 Kl where

Kl = |Kl|. To denote the serving BS of user k, k = 1, . . . ,K,

we use the index lk ∈ {1, . . . , L}. The data symbol for user k
is denoted by sk,lk and it is modeled as zero mean Gaussian

process with variance one, i.e. sk,lk ∼ CN (0, 1).
We consider a typical channel model, known as one-ring

channel model [14], where the spatial correlation assumes an

elevated BS without surrounding objects and users which have

local scattering. The channel between user k and BS l is

hk,l = Θ
1/2
k,l zk,l for l = 1, . . . , L, (1)

with Θk,l the second-order channel statistics which change

slowly over time and which can be expressed as a function

of the long-term path loss ak,l and the channel correlation

Θ̄k,l ∈ C
Ml×Ml , i.e., Θk,l = ak,lΘ̄k,l. The fast channel

fluctuations which change several orders faster than the chan-

nel statistics are modeled by zk,l ∈ C
Ml×1 as a random

process with identically and independently distributed (i.i.d.)

entries taken from a zero mean Gaussian distribution with unit

variance, i.e. zk,l ∼ CN (0, IMl
). Hence, the received signal

at user k is

yk = hH
k,lk

√
pk,lkvk,lksk,lk +

∑

i∈Klk
,i 6=k

hH
k,lk

√
pi,lkvi,lksi,lk

+

L
∑

l=1,l 6=lk

∑

j∈Kl

hH
k,l
√
pj,lvj,lsj,l + nk (2)

with vk,l ∈ C
Ml×1 the beamforming vector at BS l for user

k, pk,l the allocated power and nk the white Gaussian noise

at user k with zero mean and variance σ2 = 1. From (2),

one can see that the received signal yk in the multicellular

network consists of four terms, i.e., useful signal, intra-cell

interference, inter-cell interference and noise.

III. TWO-STAGE BEAMFORMING

In this section, we present the proposed two-stage beam-

forming which is designed in a fully decentralized manner at

each BS where we consider that each BS has statistical CSI

from the users in its vicinity, i.e., served users and users from

other cells with strong links, and instantaneous effective CSI

only from the users which it serves. The beamforming at BS

l is denoted as Vl = [vi,l]i∈Kl
∈ C

Ml×Kl and we decompose

it into two beamformers, i.e. Vl = FlGl.

The outer beamforming Fl ∈ C
Ml×Nl deals with the

transmission subspace dimensionality Nl and the inter-cell

interference. It is designed in the first stage of the beam-

forming design and uses only the channel statistics Θk,l.

Therefore, it is updated only once for a long time period. Its

main purpose is to design a transmission subspace for BS l
which has the size Nl such that Nl ≤ Ml. This produces an

effective system of dimension Nl where the effective channel



between user k and BS l is the projection of the original

channel onto the transmission subspace spanned by Fl, i.e.

h̃k,l = FH
l hk,l ∈ C

Nl×1. Moreover, because working with

statistics is a complex task, we derive deterministic equivalent

of the SLNR which has closed-form and which is used for the

design of the outer beamformers, see Section IV for details.

In the second stage, the inner beamformer Gl =
[gi,l]i∈Kl

= [χi,lĝi,l]i∈Kl
with χi,l = 1/||ĝi,l|| ∈ C

Nl×Kl

uses the fast changing effective channels of the users served

by BS l, i.e. h̃i,l for i ∈ Kl, to combat intra-cell interference.

Due to the fast variation of the instantaneous CSI, the updates

of Gl are few orders more frequent as compared to the updates

of Fl. For H̃l = [h̃i,l]
H
i∈Kl

∈ C
Kl×Nl the effective channel

at BS l and ĝi,l is the precoding vector for user i ∈ Kl, the

inner beamformer which performs RZF [15] is defined as

Ĝl = [ĝi,l]i∈Kl
=

(

H̃H
l H̃l +MlαlIMl

)−1
H̃H

l , (3)

with αl regularization parameter to control the interference in

the cell. We have set αl = (Klσ
2)/(PlMl) to maximize the

SINR in the cell [16] where Pl is the power budget at BS l.

IV. DIMENSIONALITY REDUCTION USING DETERMINISTIC

EQUIVALENTS

The SLNR for user k in the multicellular network is

βk =
pk,lk |h

H
k,lk

Flkgk,lk |
2

K
∑

i=1,i 6=k

pk,lk |h
H
i,lk

Flkgk,lk |
2 + σ2

(4)

where pk,lk is the power allocated at BS lk for user k. The

nominator in (4) describes the useful power at user k while

the left term in the denominator describes the leakage power

which is the interference produced from transmission to user

k to the other users in the system.

To design the outer beamforming, we use the SLNR as

a performance metric since it decouples the optimization

problems at the BSs as it can be seen in (4) where all terms

depend only on the design parameters of the serving BS lk
and, hence, (4) is fully independent on the design decisions of

any other BS. However, as mentioned above, for the design of

the outer beamforming, the BS uses only statistical CSI which

means that the exact values of the channels hH
t,lk

and the RZF

vectors gt,lk for t ∈ Klk are unknown. Therefore, to make

the design in the first stage possible using only the statistical

channel knowledge Θi,l, we derive a deterministic equivalent

which tightly approximates the SLNR value.

A. Deterministic Equivalents

The deterministic equivalent is a tool from random matrix

theory and it provides asymptotic expressions of functionals

with random matrices whose dimensions increase to infinity

[17]. It is already proven that the asymptotic expressions

can be used in certain MIMO systems as very accurate

approximation of diverse parameters, e.g. [18]–[21]. Moreover,

the deterministic equivalents have closed-form which saves

computational resources compared to conventional averaging

techniques.

For the first-stage beamforming, the CSI is a random

matrix with known statistics whose dimensions depend on the

number of users and antennas. We denote the deterministic

equivalent of a functional x by x̊ where x − x̊
a.s.
−−→ 0.

Here, ”
a.s.
−−→” presents an almost sure convergence as the

dimensions Ml and Kl grow to infinity with fixed ratio

between them, i.e. Ml,Kl → ∞ with ratio cl = Ml/Kl such

that 0 < lim infMl,Kl
cl ≤ lim supMl,Kl

cl < ∞ for ∀l.

The derived deterministic equivalent of the SLNR at user k
assuming an equal power allocation takes the form

β̊k =
[elk ]k

1 +
1

Mlk [elk ]k

L
∑

l=1,l 6=lk

∑

j∈Kl

[dk,lk ]j

. (5)

To calculate β̊k, we need to compute the set of equations:

el =

[

1

Ml
tr(FH

l Θi,lFlTl)

]

i∈Kl

∈ C
Kl×1, (6a)

Tl =

(

1

Ml

∑

j∈Kl

FH
l Θj,lFl

(1 + [el]j)
+ αlIMl

)−1

, (6b)

[Jl]m,n =
tr(FH

l Θm,lFlTlF
H
l Θn,lFlTl)

M2
l (1 + [el]n)2

for m,n ∈ Kl,

(6c)

ck,l = (IKl
− Jl)

−1ok,l ∈ C
Kl×1, (6d)

ok,l =

[

1

Ml
tr(FH

l Θm,lFlTlF
H
l Θk,lFlTl)

]

m∈Kl

∈ C
Kl×1

(6e)

bk,lk =

[

1

Mlk

tr(FH
lk
Θj,lkFlkTlkF

H
lk
Θk,lkFlkTlk)

]

j∈Kl

,

(6f)

Mk,l = Tl

(

∑

m∈Kl

FH
l Θm,lFl[ck,l]m
(1 + [el]m)2

)

Tl/Ml, (6g)

dk,lk =
[

tr(FH
lk
Θj,lkFlkMk,lk)/Mlk + [bk,lk ]j

]

j∈Kl

(6h)

with j ∈ Kl for l = 1, . . . , L and l 6= lk and, hence, the size

of bk,lk and dk,l is (K −Klk)× 1. Proof: See Appendix A.

Every BS can reliably approximate the actual SLNR βk

by β̊k using only the statistical channel knowledge Θk,l.

Moreover, because the derivations are described as functions

of the outer beamformers Fl, each BS can design its own outer

beamforming using the SLNR metric.

B. Outer Beamforming Design

Every BS l designs its own outer beamforming Fl in a fully

distributed manner using β̊k with k ∈ Kl. The objective of the

outer beamforming is to maximize the minimum β̊k in the

cell and to design a transmission subspace with dimensions

Nl such that Kl ≤ Nl ≤ Ml. To achieve this, we propose a



low-complex non-iterative approach based on block diagonal-

ization. The basic idea is to find a subspace within the high-

dimensional transmission space which introduces only small

interference and at the same time has strong contributions

for the useful signals. To find this transmission subspace, we

use simple linear algebra operations such as singular value

decomposition and matrix multiplication. Once a subspace is

defined, the minimum β̊k in the cell is calculated and used as

a metric for the performance of the proposed subspace.

To design the outer beamformer Fb at BS b, we first

define a subspace Bi
b =

[

FH
b Θj,bFb

]

j∈{Kl:l=1,...,L and l 6=b}

of size Mb ×Mb

∑L
l=1,l 6=b Kl which represents the produced

interference from BS b and denote its left-eigenspace spanned

by the Nb weakest eigenmodes as Êb. Next, we project the

transmission subspace Bs
b =

[

FH
b Θi,bFb

]

i∈Kb
onto Êb and

obtain a matrix from which we take only the Nb strongest

eigenmodes from its left-eigenspace and denote it as Ûb. The

outer beamforming is then designed as Fb = ÊbÛb and it

defines an Nb-dimensional subspace within the original Ml-

dimensional transmission space which considers only the Nb

strongest transmission modes producing the least interference.

Additionally, to achieve a good performance, we do not

choose the dimension Nb in advance, but let the algorithm

find the Nb which maximizes the minimum β̊k with re-

spect to all k ∈ Kl. However, to reduce the computational

complexity, we let the algorithm to design the interference

producing subspace Bi
b considering only the half of the users

to which it leaks interfering power and so its size reduces to

Mb×Mb(K−Kl)/2. Moreover, we also examine the system

performance when the algorithm searches only from a fixed

set of possible dimensions instead of considering all (Ml−Kl)
possible dimensions and so we decrease further the computa-

tional demands on the outer beamforming. Surprisingly, these

additional modifications of the algorithm not only speed up

the design, but also preserve the performance in terms of the

achieved throughout and fairness.

V. POWER ALLOCATION

The outer beamforming produces effective channels with

the dimensions Nl × 1 and all further possessing steps work

only within this effective domain. Therefore, to improve the

fairness and to present the performance of the system for

additional processing after applying the proposed two-stage

beamforming, we perform power allocation.

To allocate the power, BS l uses the effective SLNR β̃k

based on the fast changing effective channels of its own users

β̃k =
pk,lk |h̃

H
k,lk

gk,lk |
2

∑

i∈Klk
,i 6=k

pk,lk |h̃
H
i,lk

gk,lk |
2 + σ2

. (7)

We define a max min power optimization problem where the

minimum SLNR β̃k is maximized with respect to the allocated

power such that the power budget at the BS is satisfied, i.e.,

argmax
{pk,l∈R}k∈Kl

min
k∈Kl

β̃k

s.t. :
∑

k∈Kl

pk,l||gk,l|| ≤ Pl.
(8)

In an analogous manner to [22] where a single-cell power

optimization for a multigroup multicast system is considered,

one can show that the optimization problem in (8) can be

reformulated to a convex problem with an auxiliary positive

real variable t and it can be efficiently solved by a standard

convex solver, i.e.

min
{pk,l∈R}k∈Kl

,t∈R

t−1

s.t. :
∑

i∈Kl,i 6=k

|h̃H
k,lgk,l|

2

|h̃H
i,lgk,l|2

t+
σ2

|h̃H
i,lgk,l|2

t

pk,l
≤ 1 for ∀k ∈ Kl

∑

k∈Kl

pk,l ≤ Pl

pk,l ≥ 0 for ∀k ∈ Kl

t ≥ 0
(9)

VI. SIMULATIONS RESULTS

A. General Setup

In the following simulations, we have considered a system

of L = 9 or L = 16 BSs equipped with Ml = 64 antennas

which apply the proposed two-stage beamforming and power

allocation in a fully distributed way without any coordination

between the BSs. In each cell, there are Kl = 4 users to

be served which are randomly located following a uniform

distribution. The cells have a typical hexagonal shape and

radius Rcell = 50 m. The long term path loss between user k
and BS l is modeled as ak,l = 1/(1+(Dk,l/D0)

−γloss) where

Dk,l is the distance between the user and the BS, D0 = 5 m

is a reference distance and γloss = 3 is the path loss exponent.

We assume a uniform linear array at each BS with channel

correlation Θ̄k,l modeled according to the discrete uniform

distribution [23] with random angular spread ∆k,l of scatterers

around the kth user. We have simulated the system for different

scattering environments, i.e. for ∆k,l ∼ U(1◦, 30◦) and for

rich scattering with ∆k,l ∼ U(1◦, 60◦).

In the figures below, we have plotted the achieved through-

put and the average Jain’s fairness index [24] which shows

how fairly the BSs serve the users in the system considering

the achieved throughput at each user. The worst case is when

the index is equal to 1/Kl and in the best case it is 1, i.e. all

users achieve the same data rate. All simulations are performed

for 90 time frames with constant second order statistics and

with 100 random channel realizations within each frame. The

results are illustrated as functions of the signal to noise ratio

(SNR) which is denoted by ρ and defined as the ratio of the

power budget at a BS over the noise power.



B. Dimensionality Reduction and System Performance

In the following, I RZF indicates conventional distributed

RZF and F RZF the proposed two-stage beamforming. Both

I RZF and F RZF have an equal power policy, i.e. pk,lk =
Plk/Klk for ∀k ∈ Klk . The I RZF p is the conventional dis-

tributed RZF with power allocation and F RZF p the proposed

two-stage beamforming with power allocation, where both use

the power control according to Section V. I RZF and I RZF p

work with the original high-dimensional CSI which incurs

high computational complexity due to the work with huge

matrices and we use them as references for throughput and

fairness.

In Fig. 1 are the results for L = 9 and ∆k,l ∼ U(1◦, 30◦).
From the first two subplots, we see that the conventional one-

stage and the proposed two-stage approaches achieve very

similar sum rate and fairness. Moreover, with the increase

of SNR the proposed two-stage beamforming achieves even

slightly higher sum rate because by reducing the dimensional-

ity, the algorithm restricts the transmission space of each BS to

a subspace such that the SLNR is maximized. In other words,

in the high SNR regime, the leakage towards neighboring BSs

plays a bigger role in the achieved performance, however,

the proposed approach defines a transmission subspace which

has cut the dimensions introducing a lot of leakage in the

system and, so, the data rate increases. At the same time,

this reduction of dimensions produces a low-dimensional

equivalent system which is computationally easier to manage.

Regarding the fairness, we observe that for I RZF and F RZF,

the fairness increases with the SNR because for negligible

noise, distributing the power equally among the users results

in similar data rate at each user which also means that the

BS serves them almost equally, hence, fairness improves. The

fairness for the approaches with the proposed power allocation

is very high and it only decreases slightly at very high SNR

because our power allocation uses only local effective CSI

without considering the neighbors. However, due to the high

interference towards the neighbors in the high SNR regime,

not considering the leakage reduces the system performance.

The third subplot of Fig. 1 shows the selected dimensions

Nl chosen by the proposed two-stage beamforming. This box

plot is generated with the standard Matlab function ”boxplot”

and it presents the median, the 25th and the 75th percentiles

as well as the outliers. The whisker is approximately +/−2.7
of the standard deviation of the data (for normally distributed

data this is 99.3%). We have observed in this and in all other

simulations that the BSs start to assign less dimensions for

SNR values above 20 dB. This is so because at very low SNR,

the produced interference is not that prominent, hence, the BSs

assign bigger transmission subspaces. When the SNR is higher,

the interference starts to affect more the system performance

and the outer beamformer restricts the transmission subspace

to lower dimensionality. In the particular example in Fig. 1,

we observe that for ρ = 20, dB the outer beamformers decide

to reduce the dimensionality in about 8% of the cases and for

ρ = 35 dB in about 72% of the cases.

Fig. 1: Performance for L = 9 and ∆k,l ∼ U(1◦, 30◦)

Interestingly, when we restrict the first stage to consider

only a small set of possible dimensions in order to reduce

the computational time, we achieve very similar performance.

The proposed approach with fixed dimensions achieves very

similar sum rate and fairness as the conventional distributed

approach and, for high SNR, it again slightly outperforms in

sum rate. By fixing the possible dimensions, the approach

assigns higher dimensions more often than before, however,

the trends of the dimensionality reduction remain as in the

case when we do not fix them, namely, a significant reduction

happens for SNR above 20 dB and with the increase of

SNR, the approach reduces the dimensionality even more.

Therefore, for the remaining results, without using any statis-

tics, we have chosen the set of possible dimensions to be

{24, 32, 42, 48, 56, 60, 64}. Note that the decision of what

number and which particular dimensions can be chosen will

define the dimensionality of the equivalent system and the

computational speed.

In Fig. 2 we have plotted the results for L = 9, L = 16,

∆k,l ∼ U(1◦, 60◦) and the fixed set of possible dimensions

introduced above. Here, we observe that the proposed two-

stage beamforming with and without power allocation achieves

again very close performance to the conventional approaches

while the dimensionality of the effective system is reduced

even though only seven different dimensions were allowed.

For example, at ρ = 35 dB, a reduction happens in 46% of

the simulations with L = 9 and slightly more than 52% by

L = 16. Additionally, the scenario with increased number

of BSs, which means also more interference in the system,

appears to gain even more in data rate thanks to the subspace

reduction.



Fig. 2: Performance for L = 9, L = 16, ∆k,l ∼ U(1◦, 60◦)
and fixed set of possible dimensions

VII. CONCLUSIONS

We propose two-stage beamforming in a distributed mul-

tiuser massive MIMO system where in the first stage, an

outer beamforming uses only statistics and reduces the system

dimensionality while in the second stage, an inner beamformer

works with the instantaneous low-dimensional effective CSI to

combat interference. We first derive deterministic equivalent of

the SLNR which requires only statistical CSI and provides

very accurate approximations in easy to compute closed-

form. Secondly, we propose a low-complex outer beamform-

ing design using the deterministic equivalents and a power

allocation which improves the fairness by optimizing the max

min effective SLNR which is shown to be convex problem.

Simulation results confirm that the proposed beamforming

as well as the proposed beamforming combined with power

allocation reduce the system dimensionality while the system

performance in terms of achieved throughput and fairness is

preserved.
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APPENDIX A

In the following, we provide a proof of (6) which needs to

be solved in order to define the deterministic equivalent of the

SLNR β̊k of (5). We use the following lemmas and theorems:

L1: Matrix inversion lemma, Eq. (2.2) in [25]

L2: Derivative of matrix inverse, Eq. (59) in [26]

L3: Trace lemma, Lemma 14.2 in [17]

L4: Rank-one perturbation lemma, Lemma 2.1 in [27]

T1: Theorem 1 in [20]

T2: Dominated convergence (Theorem 16.4 in [28])

as well as the assumptions:

Assumption 1: We introduce a random variable which is

i.i.d. with zero mean and variance 1/Ml, with finite eighth

order moment and define it as z̄k,l = zk,l/
√
Ml.

Assumption 2: The effective channel correlation Θ̃k,l =
FH

l Θk,lFl is deterministic with uniformly bounded spectral

norm, i.e., lim supMl→∞ sup1≤k≤K ||Θ̃k,l|| < ∞ for ∀l.
Assumption 3: Every BS has an equal power distribution,

i.e. pk,lk = Plk/Klk .

The first two assumptions are required in order to apply T1

while the third one is done to simplify the expression since

assuming equal power among the users provides significantly

simpler expressions and greatly reduced computational com-

plexity for the outer beamforming which uses these deriva-

tions.

We define useful power Sk = |hH
k,lk

Flkgk,lk |
2, power

leakage towards the users in its own cell Lra
k =

∑

i∈Klk
,i 6=k

|h̃H
i,lk

gk,lk |
2 and towards the users in the neighboring

cells Ler
k =

L
∑

l=1,l 6=lk

∑

j∈Kl

|h̃H
j,lk

gk,lk |
2. Hence, (4) becomes

βk =
Sk

Lra
k + Ler

k + σ2/pk,lk
(10)

The deterministic equivalent of Sk is S̊k = [elk ]
2
k/(1 +

[elk ]k)
2, derived in one of our previous works, see ˚̄Sk in

[18], where [el]j is defined through Tl as in (6b) and (6a).

The denominator of (10) can be expressed as ν1 + Ler
k

where, similar to [29] we combine the leakage in the cell

with the noise power, to simplify the expressions, hence,

ν1 = gH
k,lk

[

∑

i∈Klk
,i 6=k

h̃i,lk h̃
H
i,lk

+ σ2/pk,lkIMlk

]

gk,lk and

Ler
k = gH

k,lk

[

L
∑

l=1,l 6=lk

∑

j∈Kl

hH
j,lk

Flk

]

gk,lk .

Having C̃l = Γ̃l + αlIMl
with Γ̃l = 1

Ml
H̃H

l H̃l,

ν1 becomes ν1 = 1
Mlk

h̃H
k,lk

C̃−1
lk

[

1
Mlk

∑

i∈Klk
,i 6=k

h̃i,lk h̃
H
i,lk

+

1
Mlk

σ2/pk,lkIMlk

]

C̃−1
lk

h̃k,lk .

Then, we define Γ̃[p],l = 1
Ml

H̃H
[p],lH̃[p],l with H̃[p],l

the matrix H̃l without the pth row and apply L1

leading to ν1 = (z̄Hk,lkΘ̃
H/2
k,lk

C̃−1
[k],lk

Θ̃
1/2
k,lk

z̄k,lk)/(
(

1 +

z̄Hk,lkΘ̃
H/2
k,lk

C̃−1
[k],lk

Θ̃
1/2
k,lk

z̄k,lk
)2
). In an analogous manner to

the proof of S̊k, after applying L3, L4 and T1, we obtain

the deterministic equivalent of (Lra
k + σ2/pk,lk), i.e. ν̊1 =

[elk ]k/(1 + [elk ]k)
2.

For Ler
k , we first apply L1 and obtain Ler

k =

(z̄Hk,lkΘ̃
H/2
k,lk

C̃−1
[k],lk

( L
∑

l=1,l 6=lk

∑

j∈Kl

h̃j,lk h̃
H
j,lk

)

C̃−1
[k],lk

Θ̃
1/2
k,lk

z̄k,lk)

(Mlk

(

1 + z̄Hk,lkΘ̃
H/2
k,lk

C̃−1
[k],lk

Θ̃
1/2
k,lk

z̄k,lk
)2
) and so

Ler
k = Ler′

k /Mlk

(

1 + z̄Hk,lkΘ̃
H/2
k,lk

C̃−1
[k],lk

Θ̃
1/2
k,lk

z̄k,lk
)2
. (11)

The denominator of (11) is of already known form and its

deterministic equivalent is (1+ [elk ]k)
2. Therefore, from here



on, we focus only on the numerator in (11) which converges to

1
Mlk

L
∑

l=1,l 6=lk

∑

j∈Kl

tr
(

Θ̃j,lkC̃
−1
lk

Θ̃k,lkC̃
−1
lk

)

/Mlk after applying

L3 where the expression after the summation equals

∂

∂z

1

Mlk

tr

(

Θ̃j,lk

(

Γ̃lk + αlkIlk − zΘ̃k,lk

)−1
)∣

∣

∣

∣

z=0

=
∂

∂z
fj,k,lk

∣

∣

∣

∣

z=0

.

(12)

After T1 fj,k,lk
a.s.
−−→ [d̂k,lk ]j = tr(Θ̃j,lkT̂lk)/Mlk with

T̂lk =

(

1
Mlk

∑

t∈Klk

Θ̃t,lk

(1+[d̂k,lk
]t)

− zΘ̃k,lk + αlkIMlk

)−1

.

[d̂k,lk ]t∈Klk
= [elk ]t and T̂lk = Tlk for z = 0. After L2 on

T̂lk , we obtain T̂′
lk

= Tlk

(

1
Mlk

∑

t∈Klk

Θ̃t,lk
[d̂′

k,lk
]t

(1+[elk
]t)2

)−1

Tlk +

TlkΘ̃k,lkTlk .

The last component which needs to be derived is d̂′
k,lk

.

For simplicity, we define ck,l = [d̂′
k,lk

]t∈Klk
with dimension

Klk × 1 as well as dk,lk = [d̂′
k,lk

]j for j = 1, . . . ,K and

j /∈ Klk with dimension (K −Klk)× 1.

First, we discus the deterministic equivalent ck,l which,

analogically to the proof of (10g) and (10h) in [18], it can

be shown to have the form presented in (6d) by making use

of the matrix Jlk as defined in (6c).

The last term to derive is dk,lk and it can be expressed as

dk,lk =
1

Mlk

tr(Θ̃j,lkMk,lk) +
1

Mlk

tr(Θ̃j,lkTlkΘ̃k,lkTlk)

(13)

for j = 1, . . . ,K and j /∈ Klk and for Mk,lk as defined in

(6g). In the expression above, the term after the sum sign is

specified in the set of (6) as bk,lk . Substituting ck,lk , Mk,lk

and bk,lk into (13) results in dk,lk and, hence, the deterministic

equivalent of the leakage power towards users in neighboring

cells becomes

L̊er
k =

1

Mlk

1

(1 + [elk ]k)
2

L
∑

l=1,l 6=lk

∑

j∈Kl

[dk,lk ]j . (14)

Finally, substituting the deterministic equivalents of the

different power terms, i.e. S̊k, ν̊1 and L̊er
k , into the SLNR

expression, we obtain β̊k = S̊k/(ν̊1 + L̊er
k ) as shown in (5).
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