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Abstract—Content caching in small base stations or wireless infostations is considered to be a suitable approach to improve the efficiency in wireless content delivery. Placing the optimal content into local caches is crucial due to storage limitations, but it requires knowledge about the content popularity distribution, which is often not available in advance. Moreover, local content popularity is subject to fluctuations since mobile users with different interests connect to the caching entity over time. Which content a user prefers may depend on the user’s context. In this paper, we propose a novel algorithm for context-aware proactive caching. The algorithm learns context-specific content popularity online by regularly observing context information of connected users, updating the cache content and observing cache hits subsequently. We derive a sublinear regret bound, which characterizes the learning speed and proves that our algorithm converges to the optimal cache content placement strategy in terms of maximizing the number of cache hits. Furthermore, our algorithm supports service differentiation by allowing operators of caching entities to prioritize customer groups. Our numerical results confirm that our algorithm outperforms state-of-the-art algorithms in a real world data set, with an increase in the number of cache hits of at least 14%.
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I. INTRODUCTION

WIRELESS networks have been experiencing a steep increase in data traffic in recent years [2]. With the emergence of smart mobile devices with advanced multimedia capabilities and the trend towards high data rate applications, such as video streaming, especially mobile video traffic is expected to increase and to account for the majority of mobile data traffic within the next few years [2]. However, despite recent advances in cellular mobile radio networks, these networks cannot keep up with the massive growth of mobile data traffic [3]. As already investigated for wired networks [4], content caching is envisioned to improve the efficiency in wireless content delivery. This is not only due to decreasing disk storage prices, but also due to the fact that typically only a small number of very popular contents account for the majority of data traffic [5].

Within wireless networks, caching at the edge has been extensively studied [1], [6]–[19]. At the radio access network level, current approaches comprise two types of wireless local caching entities. The first type are macro base stations (MBSs) and small base stations (SBSs) that are implemented in wireless small cell networks, dispose of limited storage capacities and are typically owned by the mobile network operator (MNO). The second type are wireless infostations with limited storage capacities that provide high bandwidth local data communication [16], [17], [20], [21]. Wireless infostations could be installed in public or commercial areas and could use Wi-Fi for local data communication. They could be owned by content providers (CPs) aiming at increasing their users’ quality of experience. Alternatively, third parties (e.g., the owner of a commercial area) could offer caching at infostations as a service to CPs or to the users [17]. Both types of caching entities store a fraction of available popular content in a placement phase and serve local users’ requests via localized communication in a delivery phase.

Due to the vast amount of content available in multimedia platforms, not all available content can be stored in local caches. Hence, intelligent algorithms for cache content placement are required. Many challenges of cache content placement concern content popularity. Firstly, optimal cache content placement primarily depends on the content popularity distribution, however, when caching content at a particular point in time, it is unclear which content will be requested in future. Not even an estimate of the content popularity distribution might be at hand. It therefore must be computed by the caching entity itself [1], [13]–[19], which is not only legitimate from an overhead point of view, since else a periodic coordination with the global multimedia platform would be required. More importantly, local content popularity in a caching entity might not even replicate global content popularity as monitored by the global multimedia platform [22]–[24]. Hence, caching entities should learn local content popularity for a proactive cache content placement. Secondly, different content can be favored by different users. Consequently, local content popularity may change according to the different preferences of fluctuating mobile users in the vicinity of a caching entity. Therefore, proactive cache content placement should take into account the diversity in content popularity across the local user population. Thirdly, the users’ preferences
in terms of consumed content may differ based on their contexts, such as their location [24], personal characteristics (e.g., age [25], gender [26], personality [27], mood [28]), or their devices’ characteristics [29]. Hence, cache content placement should be context-aware by taking into account that content popularity depends on a user’s context. Thereby, a caching entity can learn the preferences of users with different contexts. Fourthly, while its typical goal is to maximize the number of cache hits, cache content placement should also take into account the cache operator’s specific objective. In particular, appropriate caching algorithms should be capable of incorporating business models of operators to offer service differentiation to their customers, e.g., by optimizing cache content according to different prioritization levels [30], [31]. For example, if users with different preferences are connected to a caching entity, the operator could prioritize certain users by caching content favored by these users. Moreover, certain CPs’ content could be prioritized in caching decisions.

In this paper, we propose a novel context-aware proactive caching algorithm, which for the first time jointly considers the above four aspects. Firstly, instead of assuming a priori knowledge about content popularity, which might be externally given or estimated in a separate training phase, our algorithm learns the content popularity online by observing the users’ requests for cache content. Secondly, by explicitly allowing different content to be favored by different users, our algorithm is especially suitable for mobile scenarios, in which users with different preferences arrive at the wireless caching entity over time. Thirdly, we explicitly model that the content popularity depends on a user’s context, such as his/her personal characteristics, equipment, or external factors, and propose an algorithm for content caching that learns this context-specific content popularity. Using our algorithm, a caching entity can proactively cache content for the currently connected users based on what it has previously learned, instead of simply caching the files that are popular "on average", across the entire population of users. The learned cache content placement strategy is proven to converge to the optimal cache content placement strategy which maximizes the expected number of cache hits. Fourthly, the algorithm allows for service differentiation by customer prioritization.

The contributions of this paper are as follows:

- We present a context-aware proactive caching algorithm based on contextual multi-armed bandit optimization. Our algorithm incorporates diversity in content popularity across the user population and takes into account the dependence of users’ preferences on their context. Additionally, it supports service differentiation by prioritization.
- We analytically bound the loss of the algorithm compared to an oracle, which assumes a priori knowledge about content popularity. We derive a sublinear regret bound, which characterizes the learning speed and proves that our algorithm converges to the optimal cache content placement strategy which maximizes the expected number of cache hits.
- We present additional extensions of our approach, such as its combination with multicast transmissions and the incorporation of caching decisions based on user ratings.
- We numerically evaluate our caching algorithm based on a real world data set. A comparison shows that by exploiting context information in order to proactively cache content for currently connected users, our algorithm outperforms reference algorithms.

The remainder of the paper is organized as follows. Section II gives an overview of related works. In Section III, we describe the system model, including an architecture and a formal problem formulation. In Section IV, we propose a context-aware proactive caching algorithm. Theoretical analysis of regret and memory requirements are provided in Sections V and VI, respectively. In Section VII, we propose some extensions of the algorithm. Numerical results are presented in Section VIII. Section IX concludes the paper.

II. RELATED WORK

Practical caching systems often use simple cache replacement algorithms that update the cache continuously during the delivery phase. Common examples of cache replacement algorithms are Least Recently Used (LRU) or Least Frequently Used (LFU) (see [32]). While these simple algorithms do not consider future content popularity, recent work has been devoted to developing sophisticated cache replacement algorithms by learning content popularity trends [33], [34].

In this paper, however, we focus on cache content placement for wireless caching problems with a placement phase and a delivery phase. We start by discussing related work that assumes a priori knowledge about content popularity. Information-theoretic gains achieved by combining caching at user devices with a coded multicast transmission in the delivery phase are calculated in [7]. The proposed coded caching approach is optimal up to a constant factor. Content caching at user devices and collaborative device-to-device communication are combined in [8] to increase the efficiency of content delivery. In [9], an approximation algorithm for uncoded caching among SBSs equipped with caches is given, which minimizes the average delay experienced by users that can be connected to several SBSs simultaneously. Building upon the same caching architecture, in [10], an approximation algorithm for distributed coded caching is presented for minimizing the probability that moving users have to request parts of content from the MBS instead of the SBSs. In [11], a multicast-aware caching scheme is proposed for minimizing the energy consumption in a small cell network, in which the MBS and the SBSs can perform multicast transmissions. The outage probability and average content delivery rate in a network of SBSs equipped with caches are analytically calculated in [12].

Next, we discuss related work on cache content placement without prior knowledge about content popularity. A comparison of the characteristics of our proposed algorithm with related work of this type is given in Table I. Driven by a proactive caching paradigm, [13], [14] propose a caching algorithm for small cell networks based on collaborative filtering. Fixed global content popularity is estimated using a training set and then exploited for caching decisions to
maximize the average user request satisfaction ratio based on their required delivery rates. While their approach requires a training set of known content popularities and only learns during a training phase, our proposed algorithm does not need a training phase, but learns the content popularity online, thus also adapting to varying content popularities. In [15], using a multi-armed bandit algorithm, an SBS learns a fixed content popularity distribution online by refreshing its cache content and observing instantaneous demands for cached files. In this way, cache content placement is optimized over time to maximize the traffic served by the SBS. The authors extend their framework for a wireless infostation in [16], [17] by additionally taking into account the costs for adding files to the cache. Moreover, they provide theoretical sublinear regret bounds for their algorithms. A different extension of the multi-armed bandit framework is given in [18], which exploits the topology of users’ connections to the SBSs by incorporating coded caching. The approach in [18] assumes a specific type of content popularity distribution. Since in practice the type of distribution is unknown a priori, such an assumption is restrictive. In contrast, our proposed algorithm is model-free since it does not assume a specific type of content popularity distribution. Moreover, in [15]–[18], the optimal cache content placement strategy is learned over time based only on observations of instantaneous demands. In contrast, our proposed algorithm additionally takes diversity of content popularity across the user population into account and exploits users’ context information. Diversity in content popularity across the user population is for example taken into account in [19], but again without considering the users’ contexts. Users are clustered into groups of similar interests by a spectral clustering algorithm based on their requests in a training phase. Each user group is then assigned to an SBS which learns the content popularity of its fixed user group over time. Hence, in [19], each SBS learns a fixed content popularity distribution under the assumption of a stable user population, whereas our approach allows reacting to arbitrary arrivals of users preferring different content.

In summary, compared to related work on cache content placement (see Table I), our proposed algorithm for the first time jointly learns the content popularity online, allows for diversity in content popularity across the user population, takes into account the dependence of users’ preferences on their context and supports service differentiation. Compared to our previous work [1], we now take into account context information at a single user level, instead of averaging context information over the currently connected users. This enables more fine-grained learning. Additionally, we incorporate service differentiation and present extensions, e.g., to multicast transmission and caching decisions based on user ratings.

We model the caching problem as a multi-armed bandit problem. Multi-armed bandit problems [35] have been applied to various scenarios in wireless communications before [36], such as cognitive jamming [37] or mobility management [38]. Our algorithm is based on contextual multi-armed bandit algorithms [39]–[42]. The closest related work is [42], in which several learners observe a single context arrival in each time slot and select a subset of actions to maximize the sum of expected rewards. While [42] considers multiple learners, our system has only one learner – the caching entity selecting a subset of files to cache in each time slot. Compared to [42], we extended the algorithm in the following directions: We allow multiple context arrivals in each time slot, and select a subset of actions which maximize the sum of expected rewards given the context arrivals. In the caching scenario, this translates to observing the contexts of all currently connected users and caching a subset of files which maximize the sum of expected numbers of cache hits given the users’ contexts. In addition, we enable each arriving context to be annotated with a weight, so that if different contexts arrive within the same time slot, differentiated services can be provided per context, by selecting a subset of actions which maximize the sum of expected weighted rewards. In the caching scenario, this enables the caching entity to prioritize certain users when selecting the cache content, by placing more weight on files that are favored by prioritized users. Moreover, we enable each action to be annotated with a weight, such that actions can be prioritized for selection. In the caching scenario, this enables the caching entity to prioritize certain files when selecting the cache content.

### III. System Model

#### A. Wireless Local Caching Entity

We consider a wireless local caching entity that can either be an SBS equipped with a cache in a small cell network or a wireless infostation. The caching entity is characterized by a limited storage capacity and a reliable backhaul link to the core network. In its cache memory, the caching entity can store up to \( m \) files from a finite file library \( F \) containing \( |F| \in \mathbb{N} \) files, where we assume for simplicity that all files are of the same size. Users located in the coverage area can connect to the caching entity. The set of currently connected

| TABLE I | COMPARISON WITH RELATED WORK ON LEARNING-BASED CACHING WITH PLACEMENT AND DELIVERY PHASE. |
|---|---|---|---|---|---|
| | [13], [14] | [15]–[17] | [18] | [19] | This work |
| Model-Free | Yes | Yes | No | Yes | Yes |
| Online/Offline-Learning | Offline | Online | Online | Online | Online |
| Free of Training Phase | No | Yes | Yes | No | Yes |
| Performance Guarantees | No | Yes | No | No | Yes |
| Diversity in Content Popularity | No | No | No | No | Yes |
| User Context-Aware | No | No | No | No | Yes |
| Service Differentiation | No | No | No | No | Yes |
users may change dynamically over time due to the users’ mobility. At most $U_{\text{max}} \in \mathbb{N}$ users can be simultaneously connected to the caching entity. To inform connected users about available files, the caching entity periodically broadcasts the information about the current cache content [15]–[17]. If a user is interested in a file that the caching entity stored in its cache, the user’s device requests the file from the caching entity and is served via localized communication. In this case, no additional load is put on neither the macro cellular network nor the backhaul network. If the file is not stored in the caching entity, the user’s device does not request the file from the caching entity. Instead, it requests the file from the macro cellular network by connecting to an MBS. The MBS downloads the file from the core network via its backhaul connection, such that in this case, load is put on both the macro cellular as well as the backhaul network. Hence, the caching entity can only observe requests for cached files, i.e., cache hits, but it cannot observe requests for non-cached files, i.e., cache misses. Note that this restriction is specific to wireless caching and is usually not used in wired caching scenarios. In this way, the caching entity is not congested by cache misses [15]–[17], but learning content popularity is more difficult. Fig. 1 shows an illustration of the considered system model.

In order to reduce the load on the macro cellular network and the backhaul network, a caching entity might aim at optimizing the cache content such that the traffic it can serve is maximized, which corresponds to maximizing the number of cache hits. For this purpose, the caching entity should learn which files are most popular over time.

B. Service Differentiation

Maximizing the number of cache hits might be an adequate goal of cache content placement in case of an MNO operating an SBS, one reason being net neutrality restrictions. However, the operator of an infostation, e.g., a CP or third party operator, may want to provide differentiated services to its customers (those can be both users and CPs). For example, if users with different preferences are connected to an infostation, the operator can prioritize certain users by caching content favored by these users. In this case, a cache hit by a prioritized user is associated with a higher value than a cache hit by a regular user. For this purpose, we consider a finite set $S$ of service types. For service type $s \in S$, let $v_s \geq 1$ denote a fixed and known weight associated with receiving one cache hit by a user of service type $s$. Let $v_{\text{max}} := \max_{s \in S} v_s$. The weights might be selected based on a pricing policy, e.g., by paying a monthly fee, a user can buy a higher weight. Alternatively, the weights might be selected based on a subscription policy, e.g., subscribers might obtain priority compared to one-time users. Yet another prioritization might be based on the importance of users in terms of advertisement or their influence on the operator’s reputation. Finally, prioritization could be based on usage patterns, e.g., users might indicate their degree of openness in exploring other than their most preferred content. Taking into account the service weights, the caching entity’s goal becomes to maximize the number of weighted cache hits. Clearly, the above service differentiation only takes effect if users with different preferences are present, i.e., if content popularity is heterogeneous across the user population.

Another service differentiation can be applied in case of a third party operator whose customers are different CPs. The operator may want to prioritize certain CPs by caching their content. In this case, each content is associated with a weight. Here, we consider a fixed and known prioritization weight $w_f \geq 1$ for each file $f \in F$ and let $w_{\text{max}} := \max_{f \in F} w_f$. The prioritization weights can either be chosen individually for each file or per CP.

The case without service differentiation, where the goal is to maximize the number of (non-weighted) cache hits, is a special case, in which there is only one service type $s$ with weight $v_s = 1$ and the prioritization weights satisfy $w_f = 1$ for all $f \in F$. While we refer to the more general case in the subsequent sections, this special case is naturally contained in our analysis.

C. Context-Specific Content Popularity

Content popularity may vary across a user population since different users may prefer different content. A user’s preferences might be linked to various factors. We refer to such factors as context dimensions and give some examples in Table II. Relevant personal characteristics may, for example, be demographic factors (e.g., age, gender), personality, or mood. In addition, a user’s preferences may be influenced by user equipment, such as the type of device used to access and consume the content (e.g., smart phone, tablet), as well as its capabilities, or its battery status. Besides, external factors may have an impact on a user’s preferences, such as the user’s

---

**TABLE II**

<table>
<thead>
<tr>
<th>Class</th>
<th>Context Dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td>personal characteristics</td>
<td>demographic factors</td>
</tr>
<tr>
<td></td>
<td>personality</td>
</tr>
<tr>
<td></td>
<td>mood</td>
</tr>
<tr>
<td>user equipment</td>
<td>type of device</td>
</tr>
<tr>
<td></td>
<td>device capabilities</td>
</tr>
<tr>
<td></td>
<td>battery status</td>
</tr>
<tr>
<td>external factors</td>
<td>location</td>
</tr>
<tr>
<td></td>
<td>events</td>
</tr>
</tbody>
</table>
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This is the author’s version of an article that has been published in this journal. Changes were made to this version by the publisher prior to publication.

The final version of record is available at http://dx.doi.org/10.1109/TWC.2016.2636139

Copyright (c) 2017 IEEE. Personal use is permitted. For any other purposes, permission must be obtained from the IEEE by emailing pubs-permissions@ieee.org.
location, the time of day, the day of the week, and the taking place of events (e.g., soccer match, concert). Clearly, this categorization is not exhaustive and the impact of each single context dimension on content popularity is unknown a priori. Moreover, a caching entity may only have access to some of the context dimensions, e.g., due to privacy reasons. However, our model does not rely on specific context dimensions; it can use the information that is collected from the user. If the caching entity does have access to some relevant context dimensions, these can be exploited to learn context-specific content popularity.

D. Context-Aware Proactive Caching Architecture

Next, we describe the architecture for context-aware proactive caching, which is designed similarly to an architecture presented in [33]. An illustration of the context-aware proactive caching architecture is given in Fig. 2. Its main building blocks are the Local Cache, a Cache Management entity, a Learning Module, a Storage Interface, a User Interface, and a Context Monitor. The Cache Management consists of a Cache Controller and a Request Handler. The Learning Module contains a Decision Engine, a Learning Database, and a Context Database. The workflow consists of several phases as enumerated in Fig. 2 and is described below.

- **Initialization**
  1. The Learning Module is provided with the goal of caching (i.e., maximize number of cache hits or achieve operator-specific goal). It fixes the appropriate periodicity of context monitoring and cache refreshment. Then, it informs the Cache Management and the Context Monitor about the periodicity.
- **Periodic Context Monitoring and Cache Refreshment**
  2. The Context Monitor periodically gathers context information by accessing information about currently connected users available at the User Interface and optionally by collecting additional information from external sources (e.g., social media platforms). If different service types exist, the Context Monitor also retrieves the service types of connected users. (3) The Context Monitor delivers the gathered information to the Context Database in the Learning Module. (4) The Decision Engine periodically extracts the newly monitored context information from the Context Database. (5) Upon comparison with results from previous time slots as stored in the Learning Database, (6) the Decision Engine decides which files to cache in the coming time slot. (7) The Decision Engine instructs the Cache Controller to refresh the cache content accordingly. (8) The Cache Controller compares the current and the required cache content and removes non-required content from the cache. If some required content is missing, the Cache Controller directs the Storage Interface to fetch the content from storage servers and to store it into the local cache. (9) Then, the Cache Controller informs the User Interface about the new cache content. (10) The User Interface pushes the information about new cache content to currently connected users.
- **User Requests**
  11. When a user requests a cached file, the User Interface forwards the request to the Request Handler. The Request Handler stores the request information, retrieves the file from the local cache and serves the request.
- **Periodic Learning**
  12. Upon completion of a time slot, the Request Handler hands the information about all requests from that time slot to the Learning Module. The Learning Module updates the Learning Database with the context information from the beginning of the time slot and the number of requests for cached files in that time slot.

E. Formal Problem Formulation

Next, we give a formal problem formulation for context-aware proactive caching. The caching system operates in discrete time slots \( t = 1, 2, ..., T \), where \( T \) denotes the finite time horizon. As illustrated in Fig. 3, each time slot \( t \) consists of the following sequence of operations: (i) The context of currently connected users and their service types are monitored. Let \( U_t \) be the number of currently connected users. We assume that \( 1 \leq U_t \leq U_{\text{max}} \) and we specifically allow the set of currently connected users to change in between the time slots of the algorithm, so that user mobility is taken into account. Let \( D \) be the number of monitored context dimensions per user. We denote the \( D \)-dimensional context space by \( \mathcal{X} \). It is assumed to be bounded and can hence be set to \( \mathcal{X} := [0, 1]^D \) without loss of generality. Let \( x_{t,i} \in \mathcal{X} \) be the context vector of user \( i \) observed in time slot \( t \). Let \( x_i = (x_{t,i})_{t=1}^{U_t} \) be the collection of contexts of all users in time slot \( t \). Let \( s_{t,i} \in S \) be the service type of user \( i \)
in time slot \( t \) and let \( s_t = (s_{t,i})_{i=1,...,U_t} \) be the collection of service types of all users in time slot \( t \). (ii) The cache content is refreshed based on the contexts \( x_t \), the service types \( s_t \) and their service weights, the file prioritization weights \( w_f, f \in F \), and knowledge from previous time slots. Then, connected users are informed about the current cache content, which is denoted by \( C_t = \{c_{t,1},...,c_{t,m}\} \). (iii) Until the end of the time slot, users can request currently cached files. Their requests are served. The demand \( d_{c_{t,i}}(x_{t,i},t) \) of each user \( i = 1,...,U_t \) for each cached file \( c_{t,i} \in C_t \), \( j = 1,...,m \), in this time slot is observed, i.e., the number of cache hits for each cached file is monitored.

The number of times a user with context vector \( x \in X \) requests a file \( f \in F \) within one time slot is a random variable with unknown distribution. We denote this random demand by \( d_f(x) \) and its expected value by \( \mu_f(x) := E(d_f(x)) \). The random demand is assumed to take values in \([0,R_{\text{max}}] \), where \( R_{\text{max}} \in \mathbb{N} \) is the maximum possible number of requests a user can submit within one time slot. This explicitly incorporates that a user may request the same file repeatedly within one time slot. In time slot \( t \), the random variables \( d_f(x_{t,i}) = 1,...,U_t, f \in F \) are assumed to be independent, i.e., the requests of currently connected users and between different files are independent of each other. Moreover, each random variable \( d_f(x_{t,i}) \) is assumed to be independent of past caching decisions and previous demands.

The goal of the caching entity is to select the cache content in order to maximize the expected cumulative number of (weighted) cache hits up to the finite time horizon \( T \). We introduce a binary variable \( y_{t,f} \), which describes if file \( f \) is cached in time slot \( t \), where \( y_{t,f} = 1 \), if \( f \in C_t \), and 0 otherwise. Then, the problem of cache content placement can be formally written as

\[
\max_{t=1}^{T} \sum_{f \in F} y_{t,f} w_f \sum_{i=1}^{U_t} v_{s_{t,i},f} \mu_f(x_{t,i}) \quad \text{s.t.} \quad \sum_{f \in F} y_{t,f} \leq m, \quad t = 1,...,T, \\
y_{t,f} \in \{0,1\}, \quad f \in F, \quad t = 1,...,T.
\]

Let us now first assume that the caching entity had a priori knowledge about context-specific content popularity like an omniscient oracle, i.e., suppose that for each context vector \( x \in X \) and for each file \( f \in F \), the caching entity would know the expected demand \( \mu_f(x) = E(d_f(x)) \). In this case, problem (1) corresponds to an integer linear programming problem. The problem can be decoupled into \( T \) independent sub-problems, one for each time slot \( t \). Each sub-problem is a special case of the knapsack problem [43] with a knapsack of capacity \( m \) and with items of non-negative profit and unit weights. Hence, its optimal solution can be easily computed in a running time of \( O(|F| \log(|F|)) \) as follows. In time slot \( t \), given the contexts \( x_t \) and the service types \( s_t \), the optimal solution is given by ranking the files according to their (weighted) expected demands and by selecting the \( m \) highest ranked files. We denote these \( m \)-top files for pair \((x_t, s_t)\) by \( f_{1}^{*}(x_t, s_t), f_{2}^{*}(x_t, s_t),...,f_{m}^{*}(x_t, s_t) \in F \). Formally, for \( j = 1,...,m \), they satisfy

\[
f_{j}^{*}(x_t, s_t) \in \arg\max_{f \in F} \left\{ \sum_{i=1}^{U_t} w_f \mu_f(x_{t,i}) \right\}, \quad \text{where} \quad \bigcup_{k=1}^{m} \{f_k^{*}(x_t, s_t)\} = \emptyset.
\]

where \( \bigcup_{k=1}^{m} \{f_k^{*}(x_t, s_t)\} = \emptyset \). We denote by \( C_{t}^{*}(x_t, s_t) := \bigcup_{k=1}^{m} \{f_k^{*}(x_t, s_t)\} \) an optimal choice of files to cache in time slot \( t \). Consequently, the collection

\[
(C_{t}^{*}(x_t, s_t))_{t=1,...,T}
\]

is an optimal solution to problem (1). Since this solution can be achieved by an omniscient oracle under a priori knowledge about content popularity, we call it the oracle solution.

However, in this paper we assume that the caching entity does not have a priori knowledge about content popularity. In this case, the caching entity cannot simply solve problem (1) as described above, since the expected demands \( \mu_f(x) = E(d_f(x)) \) are unknown. Hence, the caching entity has to learn these expected demands over time by observing the users’ demands for cached files given the users’ contexts. For this purpose, over time, the caching entity has to find a trade-off between caching files about which little information is available (exploration) and files of which it believes that they will yield the highest demands (exploitation). In each time slot, the choice of files to be cached depends on the history of choices in the past and the corresponding observed demands. An algorithm which maps the history to the choices of files to cache is called a learning algorithm. The oracle solution given in (3) can be used as a benchmark to evaluate the loss of learning. Formally, the regret of learning with respect to the oracle solution is given by

\[
R(T) = \sum_{t=1}^{T} \sum_{j=1}^{m} \sum_{i=1}^{U_t} \left( w_{f_{j}^{*}(x_{t,i},s_{t})} E\left(d_{f_{j}^{*}(x_{t,i},s_{t})}(x_{t,i})\right) \right) - E\left( w_{c_{t,j}} d_{c_{t,j}}(x_{t,i},t) \right)
\]

where \( d_{c_{t,j}}(x_{t,i},t) \) denotes the random demand for the cached file \( c_{t,j} \in C_t \) of user \( i \) with context vector \( x_{t,i} \) at time \( t \). Here, the expectation is taken with respect to the choices made by the learning algorithm and the distributions of the demands.

IV. A CONTEXT-AWARE PROACTIVE CACHING ALGORITHM

In order to proactively cache the most suitable files given the context information about currently connected users, the caching entity should learn context-specific content popularity. Due to the above formal problem formulation, this problem corresponds to a contextual multi-armed bandit problem and we can adapt and extend a contextual learning algorithm [41], [42] to our setting. Our algorithm is based on the assumption that users with similar context information will request similar files. If this natural assumption holds true, the users’ context

\[1\] Several files may have the same expected demands, i.e., the optimal set of files may not be unique. This is also captured here.
information together with their requests for cached files can be exploited to learn for future caching decisions. For this purpose, our algorithm starts by partitioning the context space uniformly into smaller sets, i.e., it splits the context space into parts of similar contexts. Then, the caching entity learns the content popularity independently in each of these sets of similar contexts. The algorithm operates in discrete time slots. In each time slot, the algorithm first observes the contexts of currently connected users. Then, the algorithm selects which files to cache in this time slot. Based on a certain control function, the algorithm is either in an exploration phase, in which it chooses a random set of files to cache. Theses phases are needed to learn the popularity of files which have not been cached often before. Otherwise, the algorithm is in an exploitation phase, in which it caches files which on average were requested most when cached in previous time slots with similar user contexts. After caching the new set of files, the algorithm observes the users’ requests for these files. In this way, over time, the algorithm learns context-specific content popularity.

The algorithm for selecting $m$ files is called Context-Aware Proactive Caching with Cache Size $m$ (m-CAC) and its pseudocode is given in Fig. 4. Next, we describe the algorithm in more detail. In its initialization phase, m-CAC creates a partition $\mathcal{P}_T$ of the context space $\mathcal{X} = [0,1]^D$ into $(h_T)^D$ hypercubes of identical size $\frac{1}{h_T} \times \ldots \times \frac{1}{h_T}$. Here, $h_T$ is an input parameter which determines the number of sets in the partition. Additionally, m-CAC keeps a counter $N_{f,p}(t)$ for each pair consisting of a file $f \in F$ and a set $p \in \mathcal{P}_T$. The counter $N_{f,p}(t)$ is the number of times in which file $f \in F$ was cached after a user with context from set $p$ was connected to the caching entity up to time slot $t$ (i.e., if 2 users with context from set $p$ are connected in one time slot and file $f$ is cached, this counter is increased by 2). Moreover, m-CAC keeps the estimated demand $\hat{d}_{f,p}(t)$ up to time slot $t$ of each pair consisting of a file $f \in F$ and a set $p \in \mathcal{P}_T$. This estimated demand is calculated as follows: Let $\mathcal{E}_{f,p}(t)$ be the set of observed demands of users with context from set $p$ when file $f$ was cached up to time slot $t$. Then, the estimated demand of file $f$ in set $p$ is given by the sample mean $\hat{d}_{f,p}(t) := \frac{1}{|\mathcal{E}_{f,p}(t)|} \sum_{d \in \mathcal{E}_{f,p}(t)} d^{2,3}$.

In each time slot, m-CAC first observes the number of currently connected users $U_t$, their contexts $x_t = (x_{t,i})_{i=1,...,U_t}$, and the service types $s_t = (s_{t,i})_{i=1,...,U_t}$. For each context vector $x_{t,i}$, m-CAC determines the set $p_{t,i} \in \mathcal{P}_T$, to which the context vector belongs, i.e., such that $x_{t,i} \in p_{t,i}$ holds. The collection of these sets is given by $p_t = (p_{t,i})_{i=1,...,U_t}$. Then, the algorithm can either be in an exploration phase or in an exploitation phase. In order to determine the correct phase in the current time slot, the algorithm checks if there are files that have not been explored sufficiently often. For this purpose, the set of under-explored files $F_{ue}^{ue}(t)$ is calculated based on

$$F_{ue}^{ue}(t) := \bigcup_{i=1}^{U_t} F_{ue}^{ue}(t),$$

where $K(t)$ is a deterministic, monotonically increasing control function, which is an input to the algorithm. The control function has to be set adequately to balance the trade-off between exploration and exploitation. In Section V, we will select a control function that guarantees a good balance in terms of this trade-off.

If the set of under-explored files is non-empty, m-CAC enters the exploitation phase. Let $u(t)$ be the size of the set of under-explored files. If the set of under-explored files contains at least $m$ elements, i.e., $u(t) \geq m$, the algorithm randomly selects $m$ files from $F_{ue}^{ue}(t)$ to cache. If the set of under-explored files contains less than $m$ elements, i.e., $u(t) < m$, it selects all $u(t)$ files from $F_{ue}^{ue}(t)$ to cache. Since the cache is not fully

---

$m$-CAC: Context-Aware Proactive Caching Algorithm

1. Input: $T$, $h_T$, $K(t)$
2. Initialize context partition: Create partition $\mathcal{P}_T$ of context space $[0,1]^D$ into $(h_T)^D$ hypercubes of identical size
3. Initialize counters: For all $f \in F$ and all $p \in \mathcal{P}_T$, set $N_{f,p}(t-1) = 0$
4. Initialize estimated demands: For all $f \in F$ and all $p \in \mathcal{P}_T$, set $\hat{d}_{f,p}(t-1) = 0$
5. for each $t = 1, \ldots, T$
   6. Observe user contexts $x_t = (x_{t,i})_{i=1,...,U_t}$
   7. Find $p_t = (p_{t,i})_{i=1,...,U_t}$ such that $x_{t,i} \in p_{t,i} \in \mathcal{P}_T$, $i = 1, \ldots, U_t$
   8. Observe demand $d_{f,p}(t-1)$ of each user $i = 1, \ldots, U_t$
   9. for $i = 1, \ldots, U_t$
      10. if $F_{ue}^{ue}(t) \neq \emptyset$
         11. Select $c_{t,1}, \ldots, c_{t,m}$ randomly from $F_{ue}^{ue}(t)$
         12. else
             13. Select $c_{t,1}, \ldots, c_{t,m}$ as the $u$ files from $F_{ue}^{ue}(t)$
             14. end if
         15. for $j = 1, \ldots, m$
            16. $\hat{d}_{c_{t,j},p_{t,i}} := \frac{d_{c_{t,j},p_{t,i}} + d_{c_{t,j},p_{t,i}}}{N_{c_{t,j},p_{t,i}} + 1}$ and $N_{c_{t,j},p_{t,i}} = N_{c_{t,j},p_{t,i}} + 1$
            17. end for
      18. end for
      19. end for

---

2The set $\mathcal{E}_{f,p}(t)$ does not have to be stored since the estimated demand $\hat{d}_{f,p}(t)$ can be updated based on $d_{f,p}(t-1)$, $N_{f,p}(t-1)$ and on observed demands at time $t$.

3Note that in the pseudocode in Fig. 4, the argument $t$ is dropped from counters $N_{f,p}(t)$ and $\hat{d}_{f,p}(t)$ since previous values of these counters do not have to be stored.
filled by \( u(t) < m \) files, \( (m - u(t)) \) additional files can be cached. In order to exploit knowledge obtained so far, m-CAC selects \( (m - u(t)) \) files from \( F \setminus F_{pt}^{ue} \) based on a file ranking according to the estimated weighted demands, as defined by the files \( \hat{f}_{1,pt,s}(t), \ldots, \hat{f}_{m-u(t),pt,s}(t) \in F \setminus F_{pt}^{ue}(t) \), which satisfy for \( j = 1, \ldots, m - u(t) \):

\[
\hat{f}_{j,pt,s}(t) = \arg\max_{f \in F \setminus \bigcup_{k=1}^{m-u(t)} \{ f_{k,pt,s}(t) \}} w_f \sum_{i=1}^{U_s} v_{s_{t,i}} \hat{d}_{f,pt,i}(t).
\]

If the set of files defined by (6) is not unique, ties are broken on a file ranking according to the estimated weighted demands, the algorithm has an asymptotically optimal performance, since then \( \lim_{T \to \infty} \frac{R(T)}{T} = 0 \) holds. This means, that m-CAC converges to the oracle solution strategy. In other words, m-CAC converges to the optimal cache content placement strategy, which maximizes the expected number of cache hits. In detail, the regret of m-CAC can be bounded as follows for any finite time horizon \( T \).

Theorem 1 (Bound for \( R(T) \)). Let \( K(t) = t^{\frac{\gamma}{1+\gamma}} \log(t) \) and \( h_T = \lceil T^{\frac{1}{1+\gamma}} \rceil \). If m-CAC is run with these parameters and Assumption 1 holds true, the leading order of the regret \( R(T) \) is

\[
O \left( v_{max} w_{max} m U_{max} R_{max} |F|^T T^{\frac{\gamma}{1+\gamma}} \log(T) \right).
\]

The proof can be found in our online appendix [44]. The regret bound given in Theorem 1 is sublinear in the time horizon \( T \), proving that m-CAC converges to the optimal cache content placement strategy. Additionally, Theorem 1 is applicable for any finite time horizon \( T \), such that it provides a bound on the loss incurred by m-CAC for any finite number of cache placement phases. Thus, Theorem 1 characterizes m-CAC’s speed of convergence. Furthermore, Theorem 1 shows that the regret bound is a constant multiple of the regret bound in the special case without service differentiation, in which \( v_{max} = 1 \) and \( w_{max} = 1 \). Hence, the order of the regret is

\[
O \left( T^{\frac{\gamma}{1+\gamma}} \log(T) \right)
\]

in the special case as well.

VI. MEMORY REQUIREMENTS

The memory requirements of m-CAC are mainly determined by the counts kept by the algorithm during its runtime (see also [41]). For each set \( p \) in the partition \( P_T \) and each file \( f \in F \), the algorithm keeps the counters \( N_{f,p} \) and \( \hat{d}_{f,p} \). The number of files is \( |F| \). If m-CAC runs with the parameters from Theorem 1, the number of sets in \( P_T \) is upper bounded by \( (h_T)^D = \lceil T^{\frac{1}{1+\gamma}} \rceil^D \leq 2DT^{\frac{D}{1+\gamma}} \). Hence, the required memory is upper bounded by \( |F| 2^D T^{\frac{D}{1+\gamma}} \) and is thus sublinear in the time horizon \( T \). This means, that for \( T \to \infty \), the algorithm would require infinite memory. However, for practical approaches, only the counters of such sets \( p \) have to be kept to which at least one of the connected users’ context vectors has already belonged to. Hence, depending on the heterogeneity in the connected users’ context vectors, the required number of counters that have to be kept can be much smaller than given by the upper bound.

VII. EXTENSIONS

A. Exploiting the Multicast Gain

So far, we assumed that each request for a cached file is immediately served by a unicast transmission. However, our algorithm can be extended to multicasting, which has been shown to be beneficial in combination with caching [7, [11]. For this purpose, to extend our algorithm, each time slot \( t \) is divided into a fixed number of intervals. In each interval, incoming requests are monitored and accumulated. At the end of the interval, requests for the same file are served by a multicast transmission. In order to exploit knowledge about content popularity learned so far, a request for a file with low estimated demand could, however, still be served.
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by a unicast transmission. In this way, unnecessary delays are prevented in cases in which another request and thus a multicast transmission are not expected. Moreover, service differentiation could be taken into account. For example, high-priority users could be served by unicast transmissions, such that their delay is not increased due to waiting times for multicast transmissions.

B. Rating-Based Context-Aware Proactive Caching

So far, we considered cache content placement with respect to the demands \( d_f(x) \) in order to maximize the number of (weighted) cache hits. However, a CP operating an infostation might want to cache not only content that is requested, but which also receives high ratings from the users. Consider the case that after consumption users rate content in a range \([r_{\min}, r_{\max}] \subset \mathbb{R}^+\). For a context \( x \), let \( r_f(x) \) be the random variable describing the rating of a user with context \( x \) if he requests file \( f \) and makes a rating thereafter. Then, we define the random variable

\[
\tilde{d}_f(x) := r_f(x)d_f(x),
\]

which combines the demand and the rating for file \( f \) of a user with context \( x \). By carefully designing the range of ratings, the CP chooses the trade-off between ratings and cache hits. Now, we can apply m-CAC with respect to \( \tilde{d}_f(x) \). In this case, m-CAC additionally needs to observe the users’ ratings in order to learn content popularity in terms of ratings. If the users’ ratings are always available, Theorem 1 applies and provides a regret bound of \( O\left(\left\{v_{\max}w_{\max}\mu_{\max}R_{\max}F\left|T\frac{\alpha + D}{T}\right| \log(T)\right\} \right) \).

However, users might not always reveal a rating after consuming a content. When a user’s rating is missing, we assume that m-CAC does not update the counters based on this user’s request. This may result in a higher required number of exploration phases. Hence, the regret of the learning algorithm is influenced by the users’ willingness to reveal ratings of requested content. Let \( q \in (0, 1) \) be the probability that a user reveals his rating after requesting a file. Then, the regret of the learning algorithm is bounded as given below.

Theorem 2 (Bound for \( R(T) \) for rating-based caching with missing ratings). Let \( K(t) = t\frac{\alpha + D}{\alpha + D} \) and \( h_T = \left[\frac{T^{\alpha + D}}{\alpha + D}\right] \). If m-CAC is run with these parameters with respect to \( \tilde{d}_f(x) \), Assumption 1 holds true for \( \tilde{d}_f(x) \) and a user reveals his rating with probability \( q \), the leading order of the regret \( R(T) \) is \( O\left(\frac{1}{q}v_{\max}w_{\max}\mu_{\max}R_{\max}F\left|T\frac{\alpha + D}{\alpha + D}\right| \log(T)\right) \).

The proof can be found in our online appendix [44]. Comparing Theorem 2 with Theorem 1, the regret of m-CAC is scaled up by a factor \( \frac{1}{q} > 1 \) in case of rating-based caching with missing ratings. This factor corresponds to the expected number of requests until the caching entity receives one rating. However, the time order of the regret remains the same. Hence, m-CAC is robust under missing ratings in the sense that if some users refuse to rate requested content, the algorithm still converges to the optimal cache content placement strategy.

C. Asynchronous User Arrival

So far, we assumed that the set of currently connected users only changes in between the time slots of our algorithm. This means, that only those users connected to the caching entity at the beginning of a time slot, will request files within that time slot. However, if users connect to the caching entity asynchronously, m-CAC should be adapted. If a user directly disconnects after the context monitoring without requesting any file, he should be excluded from learning. Hence, in m-CAC, the counters are not updated for disconnecting users. If a user connects to the caching entity after cache content placement, his context was not considered in the caching decision. However, his requests can be used to learn faster. Hence, in m-CAC, the counters are updated based on this user’s requests.

D. Multiple Wireless Local Caching Entities

So far, we considered online learning for cache content placement in a single caching entity. However, real caching systems contain multiple caching entities, each of which should learn local content popularity. In a network of multiple caching entities, m-CAC could be applied separately and independently by each caching entity. For the case that coverage areas of caching entities overlap, in this subsection, we present m-CACao, an extension of m-CAC to Context-Aware Proactive Caching with Area Overlap. The idea of m-CACao is that caching entities can learn content popularity faster by not only relying on their own cache hits, but also on cache hits at neighboring caching entities with overlapping coverage area. For this purpose, the caching entities overhear cache hits produced by users in the intersection to neighboring coverage areas.

In detail, m-CAC is extended to m-CACao as follows: The context monitoring and the selection of cache content works as in m-CAC. However, the caching entity not only observes its own cache hits (line 21 in Fig. 4), but it overhears cache hits at neighboring caching entities of users in the intersection. Then, the caching entity not only updates the counters of its own cached files (lines 22-26 in Fig. 4), but it additionally updates the counters of files of which it overheard cache hits at neighboring caches. This helps the caching entity to learn faster.

VIII. NUMERICAL RESULTS

In this section, we numerically evaluate the proposed learning algorithm m-CAC by comparing its performance to several reference algorithms based on a real world data set.

A. Description of the Data Set

We use a data set from MovieLens [45] to evaluate our proposed algorithm. MovieLens is an online movie recommender operated by the research group GroupLens from the University of Minnesota. The MovieLens 1M DataSet [46] contains 1000209 ratings of 3952 movies. These ratings were made by 6040 users of MovieLens within the years 2000 to 2003. Each data set entry consists of an anonymous user ID,
a movie ID, a rating (in whole numbers between 1 and 5) and a timestamp. Additionally, demographic information about the users is given: Their gender, age (in 7 categories), occupation (in 20 categories) as well as their Zip-code. For our numerical evaluations, we assume that the movie rating process in the data set corresponds to a content request process of users connected to a wireless local caching entity (see [33], [34] for a similar approach). Hence, a user rating a movie at a certain time in the data set for us corresponds to a request to either the caching entity (in case the movie is cached in the caching entity) or to the macro cellular network (in case the movie is not cached in the caching entity). This approach is reasonable since users typically rate movies after watching them.

In our simulations, we only use the data gathered within the first year of the data set, since around 94% of the ratings were provided within this time frame. Then, we divide a year’s time into 8760 time slots of one hour each \((T = 8760)\), assuming that the caching entity updates its cache content at an hourly basis. Then, we assign the requests and corresponding user contexts to the time slots according to their timestamps and interpret each request as if it was coming from a separate user. At the beginning of a time slot, we assume to have access to the context of each user responsible for a request in the coming time slot. Fig. 5 shows that the corresponding content request process is bursty and flattens out towards the end. As context dimensions, we select the dimensions gender and age.\(^4\)

### B. Reference Algorithms

We compare m-CAC with five reference algorithms. The first algorithm is the omniscient Oracle, which has complete knowledge about the exact future demands. In each time slot, the oracle selects the optimal \(m\) files that will maximize the number of cache hits in this time slot.\(^5\)

\(^4\)We neglect the occupation as context dimension since by mapping them to a \([0,1]\) variable, we would have to classify which occupations are more and which are less similar to each other.

\(^5\)Note that this oracle yields even better results than the oracle used as a benchmark to define the regret in (4). In the definition of regret, the oracle only exploits knowledge about expected demands, instead of exact future demands.

The second reference algorithm is called m-UCB, which consists of a variant of the UCB algorithm. UCB is a classical learning algorithm for multi-armed bandit problems [35], which has logarithmic regret order. However, it does not take into account context information, i.e., the logarithmic regret is with respect to the average expected demand over the whole context space. While in classical UCB, one action is taken in each time slot, we modify UCB to take \(m\) actions at a time, which corresponds to selecting \(m\) files.

The third reference algorithm is the \(m\)-\(\epsilon\)-Greedy. This is a variant of the simple \(\epsilon\)-Greedy [35] algorithm, which does not consider context information. The \(m\)-\(\epsilon\)-Greedy caches a random set of \(m\) files with probability \(\epsilon \in (0, 1)\). With probability \((1 - \epsilon)\), the algorithm caches the \(m\) files with highest to \(m\)-th highest estimated demands. These estimated demands are calculated based on previous demands for cached files.

The fourth reference algorithm is called m-Myopic. This is an algorithm taken from [15], which is investigated since it is comparable to the well-known Least Recently Used algorithm (LRU) for caching. m-Myopic only learns from one time slot in the past. It starts with a random set of files and in each of the following time slots discards all files that have not been requested in the previous time slot. Then, it randomly replaces the discarded files by other files.

The fifth reference algorithm, called Random, caches a random set of files in each time slot.

### C. Performance Measures

The following performance measures are used in our analysis. The evolution of per-time slot or cumulative number of cache hits allows comparing the absolute performance of the algorithms. A relative performance measure is given by the cache efficiency, which is defined as the ratio of cache hits compared to the overall demand, i.e.,

\[
\text{cache efficiency in } \% = \frac{\text{cache hits}}{\text{cache hits + cache misses}} \cdot 100.
\]

The cache efficiency describes the percentage of requests which can be served by cached files.

### D. Results

In our simulations, we set \(\epsilon = 0.09\) in \(m\)-\(\epsilon\)-Greedy, which is the value at which heuristically the algorithm on average performed best. In m-CAC, we set the control function to \(K(t) = c \cdot t^{\frac{m}{M^*}} \log(t)\) with \(c = 1/(|F|D)\).\(^6\) The simulation results are obtained by averaging over 100 runs of the algorithms. First, we consider the case without service differentiation. The long-term behavior of m-CAC is investigated with the following scenario. We assume that the caching entity can store \(m = 200\) movies out of the \(|F| = 3952\) available movies. Hence, the cache size corresponds to about 5% of the file library size. We run all algorithms on the data set and study their results as a function of time, i.e., over the time slots \(t = 1, ..., T\). Fig. 6(a) and 6(b) show the per-time slot and the

\(^6\)Compared to the control function in Theorem 1, the additional factor reduces the number of exploration phases which allows for better performance.
cumulative numbers of cache hits up to time slot $t$ as a function of time, respectively. Due to the bursty content request process (compare Fig. 5), also the number of cache hits achieved by the different algorithms is bursty over time. As expected, the Oracle gives an upper bound to the other algorithms. Among the other algorithms, m-CAC, m-$\epsilon$-Greedy and m-UCB clearly outperform m-Myopic and Random. This is due to the fact that these three algorithms learn from the history of observed demands, while m-Myopic only learns from one time slot in the past and Random does not learn at all. It can be observed that m-$\epsilon$-Greedy shows a better performance than m-UCB, even though it uses a simpler learning strategy. Overall, m-CAC outperforms the other algorithms by additionally learning from context information. At the time horizon, the cumulative number of cache hits achieved by m-CAC is 1.146, 1.377, 3.985 and 5.506 times higher than the ones achieved by m-$\epsilon$-Greedy, m-UCB, m-Myopic and Random, respectively.

Next, we investigate the impact of the cache size $m$ by varying it between 50 and 400 files, which corresponds to between 1.3% and 10.1% of the file library size, which is a realistic assumption. All remaining parameters are kept as before. Fig. 7 shows the overall cache efficiency achieved at the time horizon $T$ as a function of cache size, i.e., the cumulative number of cache hits up to $T$ is normalized by the cumulative number of requests up to $T$. The overall cache efficiency of all algorithms is increasing with increasing cache size. Moreover, the results indicate that again m-CAC and m-$\epsilon$-Greedy slightly outperform m-UCB and clearly outperform m-Myopic and Random. Averaged over the range of cache sizes, the cache efficiency of m-CAC is 28.4%, compared to an average cache efficiency of 25.3%, 21.4%, 7.76% and 5.69% achieved by m-$\epsilon$-Greedy, m-UCB, m-Myopic and Random, respectively.

Now, we consider a case of service differentiation, in which two different service types 1 and 2 with weights $v_1 = 5$ and $v_2 = 1$ exist. Hence, service type 1 should be prioritized due to the higher value it represents. We randomly assign 10% of the users to service type 1 and classify all remaining users as service type 2. Then, we adjust each algorithm to take into account service differentiation by incorporating the weights according to the service types. Fig. 8 shows the cumulative number of weighted cache hits up to time slot $t$ as a function of time. At the time horizon, the cumulative number of weighted cache hits achieved by m-CAC is 1.156, 1.219, 3.914 and 5.362 times higher than the ones achieved by m-$\epsilon$-Greedy, m-UCB, m-Myopic and Random, respectively. A comparison with Fig. 6(b) shows that the behavior of the algorithms is similar to the case without service differentiation.

Finally, we investigate the extension to multiple caching entities and compare the performance of the proposed algorithms m-CAC and m-CACao. We consider a scenario with two caching entities and divide the data set as follows: A fraction $o \in [0, 0.3]$ of randomly selected requests is considered to be made in the intersection of the two coverage areas. We use the parameter $o$ as a measure of the overlap between the caching entities. The remaining requests are randomly assigned to either one of the caching entities. These requests are considered to be made by users solely connected to one caching entity. Then, on the one hand we run m-CAC separately on each caching entity and on the other hand we run m-CACao on both caching entities. Fig. 9 shows the cumulative number of cache hits achieved in sum by the two caching entities at
As expected, m-CAC and m-CACao perform identically for non-overlapping coverage areas. With increasing overlap, the number of cache hits achieved by both m-CAC and m-CACao increases. The reason is that users in the intersection can more likely be served since they have access to both caches. Hence, even though the caching entities do not coordinate their cache content, more cache hits occur. For up to 25% of overlap ($o \leq 0.25$), m-CACao outperforms m-CAC. Clearly, m-CACao performs better since by overhearing cache hits at the neighboring caching entity, both caching entities learn content popularity faster. For very large overlap ($o > 0.25$), m-CAC yields higher numbers of cache hits. The reason is that when applying m-CACao in case of a large overlap, neighboring caching entities observe such a large number of cache hits, that they learn very similar content popularity distributions. Hence, over time it is likely that their caches contain the same files. In contrast, applying m-CAC, a higher diversity in cache content is maintained over time. Clearly, further gains in cache hits could be achieved by jointly optimizing the cache content of all caching entities. However, this would either require coordination among the caching entities or a central planner deciding on the cache content of all caching entities, which results in a high communication overhead. In contrast, our heuristic algorithm m-CACao does not require additional coordination or communication and yields good results for small overlaps.

IX. CONCLUSION

In this paper, we presented a context-aware proactive caching algorithm for wireless caching entities based on contextual multi-armed bandits. To cope with unknown and fluctuating content popularity among the dynamically arriving and leaving users, the algorithm regularly observes context information of connected users, updates the cache content and subsequently observes cache hits. In this way, the algorithm learns context-specific content popularity online, which allows for a proactive adaptation of cache content according to fluctuating local content popularity. We derived a sublinear regret bound, which characterizes the learning speed and proves that our proposed algorithm converges to the optimal cache content placement strategy, which maximizes the expected number of cache hits. Moreover, the algorithm supports customer prioritization and can be combined with multicast transmissions and rating-based caching decisions. Numerical studies showed that by exploiting context information, our algorithm outperforms state-of-the-art algorithms in a real world data set.
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