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Abstract—One of the primary aims of radio network planning
is to place and configure the transmit antennas of the base
stations such that the deployment achieves the required quality
of service. Long term evolution (LTE) systems are operated with
frequency reuse one and, therefore, a proper configuration of the
antenna azimuth orientations and tilts is essential to mitigate the
inter-cell interference. Various algorithms have been proposed
to adjust these two antenna parameters, but only a few are
exploiting the mutual dependencies that exist between them.
In this paper, we propose a new algorithm based on Taguchi’s
method that jointly optimizes the antenna azimuth orientations
and tilts. LTE downlink simulations show that the joint optimiza-
tion of the two antenna parameters outperforms the independent
optimization methods. Moreover, the joint optimization reduces
the computational complexity by a factor of two.

Index Terms—LTE, Taguchi’s method, nearly orthogonal ar-
ray, antenna parameters, joint optimization method.

I. I NTRODUCTION

Long term evolution (LTE) is a new broadband wireless
communication system which is based on orthogonal fre-
quency division multiple access (OFDMA) and provides high
data rate services [1]. Moreover, LTE adopts a frequency reuse
one where each cell utilizes the whole available bandwidth
to serve its user equipments (UEs). In an OFDMA system,
UEs allocated to the same channel simultaneously receive
co-channel interference (CCI) from neighboring cells which
causes degradation in the performance, especially for cell edge
users. A promising approach to increase the coverage and
capacity in the network is the adjustment of the tilt of the
antennas and their azimuth orientations [2].

Taguchi’s method has been applied to radio network op-
timization in [3], however adjusting the tilts and azimuth
orientations independently. Taguchi’s method is a well-known
optimization approach in manufacturing processes [4]. Herein,
orthogonal array (OA), which is not to be confused with
orthogonal antenna array, is used to select a reduced set of
representative parameter combinations to be tested from the
full search space. The number of parameter combinations
determines the number of experiments being carried out and
evaluated against a performance measure to find the maximum.
In our case, an experiment corresponds to a simulation run in
the network planning environment. Using all the experiments’

results, a candidate solution is found and the process is
repeated until a desired criterion is fulfilled.

The major advantage of Taguchi’s method over other opti-
mization algorithms is the ability to consider the interactions
existing among the configuration parameters. Moreover, it
explores the search space in a scientifically disciplined manner
unlike metaheuristic methods such as local search algorithms.
On the other hand, the main limitation of Taguchi’s method
is the need of constructing an OA having number of columns
equal to the number of configuration parameters which may
not be possible in practice if the number of parameters is quite
large.

In this paper, a nearly orthogonal array (NOA) is proposed
to be used in Taguchi’s method for the first time instead of
OA. NOA is easier to construct and has statistical properties
comparable to those of OA. NOA does not only offer more
flexibility regarding the number of configuration parameters
and experiments, but also allows a joint optimization of the
parameters which is the main focus in this work.

The paper is organized as follows. The cellular network
optimization problem is presented in section II and the iterative
optimization procedure based on Taguchi’s method using NOA
is explained in section III. In section IV, the LTE downlink
system model is discussed and the proposed optimization
approach is evaluated in section V. The paper is then concluded
in section VI.

II. CELLULAR NETWORK OPTIMIZATION PROBLEM

In this section, the optimization problem is presented along
with the configuration parameters and optimization function.
The optimization is carried out offline in a network planning
environment.

Consider a cellular LTE network where the antenna tiltΘc

and azimuth orientationΦc of each sectorc = 1, . . . , C need
to be optimized. Hence, the total number of configuration
parameters is2 ·C. Let the variablext wheret = 1, . . . , 2 ·C
designate one of the configuration parameters andγc be any
performance measure for cellc. Without loss of generality,γc

is defined in this work to be the5%-tile of the cumulative
distribution function (CDF) of UE throughput in a cellc
denoted byγc,5%. This is a quite common criterion to evaluate
the cell edge user performance [1].
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Fig. 1. The modified iterative optimization procedure based on Taguchi’s
method using NOA rather than OA.

To account for the interactions among the configuration
parameters, the performance measures of all cells are bundled
into one optimization functiony(γ1, . . . , γC). The optimiza-
tion problem is to find jointly the antenna tilt and azimuth
orientation of each sectorc maximizingy(γ1, . . . , γC) and is
formulated as

{x
(opt)
1 , . . . , x

(opt)
2·C } = arg max

x1,...,x2·C

y(γ1, . . . , γC). (1)

The definition of the functiony(γ1, . . . , γC) has a prominent
role in achieving the desired network performance. The aim
of the optimization is to improve the performance measure
γc,5% for each cellc while keeping fair user experience (outage
probabilities) among cells. For this reason,y(γ1, . . . , γC) is
defined as in [3] to be the harmonic mean (HM) ofγc,5% in
a cell as

y(γ1, . . . , γC) = HM(γc,5%) =
C

∑C

c=1

1

γc,5%

· (2)

The choice of HM rather than arithmetic mean is because
HM mitigates more the impact of outliers and provides a more
homogeneous user experience in the network. For more details,
the reader is referred to [3].

III. T HE OPTIMIZATION PROCEDURE BASED ON

TAGUCHI’ S METHOD USINGNOA

In this section, the iterative optimization procedure based on
Taguchi’s method which is followed in [3], [6] is modified to
include NOA rather than OA. The new proposed optimization
approach is depicted in Fig. 1 and will be discussed in details
in the following.

A. Construct the proper NOA

Originally, Taguchi’s method uses a so-called OA which is
an array containing a reduced set ofN parameter combinations
to be tested from the full search space [5]. Every parameter
xt has a set of testing values corresponding to a set of levels,

TABLE I
AN ILLUSTRATIVE NOA(8,4, 3) WITH THE MEASURED RESPONSES AND

THEIR CORRESPONDINGSN RATIOS.

Experiment x1 x2 x3 x4 Measured SN
Response Ratio

1 1 1 2 3 y1 SN1
2 1 2 1 1 y2 SN2
3 2 3 2 1 y3 SN3
4 2 1 1 2 y4 SN4
5 3 2 2 2 y5 SN5
6 3 3 1 3 y6 SN6
7 1 1 3 1 y7 SN7
8 1 2 3 2 y8 SN8

i.e., level1 is mapped to the first testing value of a parameter,
level 2 to the second value and so on (see subsection III-B).
Each parameter combinationi = 1, . . . , N is tested in an
experimenti where the functiony(γ1, . . . , γC) is evaluated
resulting in a measured responseyi. In an OA, each testing
value of a parameterxt is tested at least once with every
other value of parameterxj 6=t. This property of the OA
accounts for the interactions that might exist between the
configuration parameters. However, constructing an OA with
the latter property is challenging and might be computationally
impossible if the number of configuration parameters2 · C is
large. For this reason, the OA is replaced by a NOA which
relaxes this property in the construction. In a NOA, each
testing value of a parameterxt is not necessarily tested with
every other value of parameterxj 6=t. Hence, NOA considers
only partially the interactions among the parameters and is
easier to construct. A NOA can be constructed for any number
2 · C of parameters and numberN of experiments at the
expense of considering partially the interactions among the
configurations parameters.

The first step in the optimization procedure is to construct
a proper NOA. For this purpose, the number of configuration
parameters has to be determined. In our network, the total
number of configuration parameters isk = 2 ·C. Thus, a NOA
having2 ·C columns should be constructed with a predefined
number of experimentsN and levelss. The firstC columns
can be used for the azimuth orientation parameters and the
rest for the antenna tilt parameters. For clarity, an example of
a small NOA(8, 4, 3) having N = 8 which is approximately
9 times smaller than34 = 81 possible experiments,k = 4
parameters ands = 3 levels is shown in Table I. In this
case, we have four configuration parameters represented by
x1, . . . , x4 where each is tested at levelℓ = 1, 2, 3. The
impact of the number of experimentsN and levelss on the
performance of the proposed algorithm is studied later in the
simulation section.

Various algorithms exist for constructing NOA. In this work,
all NOAs are built using the algorithm described in [7].

B. Map each level to a parameter value

Let mint and maxt be the minimum and the maximum
feasible values for parameterxt. In the first cyclem = 1,
the center value of the optimization range for parameterxt is
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defined as

V
(m)
t =

mint + maxt

2
· (3)

In any cyclem, the level ℓ = ⌈s/2⌉ is always mapped to
V

(m)
t . The others − 1 levels are distributed aroundV (m)

t by
adding or subtracting a multiple integer of a step sizeβ

(m)
t .

For m = 1, the step size is defined as

β
(m)
t =

maxt −mint

s + 1
· (4)

In cycle m, the mapping functionfm
t (ℓ) for a level ℓ to

a dedicated value of the parameterxt can be described as
follows

fm
t (ℓ) =











V
(m)
t − (⌈s/2⌉ − ℓ) · β

(m)
t 1 ≤ ℓ ≤ ⌈s/2⌉ − 1

V
(m)
t ℓ = ⌈s/2⌉

V
(m)
t + (ℓ − ⌈s/2⌉) · β

(m)
t ⌈s/2⌉+ 1 ≤ ℓ ≤ s.

(5)
For instance, consider an antenna tilt parameterx1 having a
minimum valuemin1 = 0◦ and a maximummax1 = 15◦. If
x1 is tested with three levels, i.e.,s = 3, level 2 is mapped in
first cycle to (0◦+15◦)/2 = 7.5◦, level1 to 7.5◦−β

(1)
1 = 3.75◦

and level3 to 7.5◦ + β
(1)
1 = 11.25◦. The values ofV (m)

c and
β

(m)
c are updated at the end of each cycle if the termination

criterion (see section III-E) is not met.

C. Apply Taguchi’s Method

To interpret the experimental results, Taguchi’s method
converts the measured responses to signal-to-noise (SN) ratios
which are not to be confused with signal-to-noise ratios
(SNRs) of the received signals. The SN ratio is computed for
each experimenti as

SNi = 10 · log10(y
2
i ) [dB]. (6)

Then, the average SN ratio is computed for each parameter
and level. In the example of Table I, the average SN ratio of
x2 at level ℓ = 1 is computed by averaging in dB the SN
ratios of the experiments wherex2 is tested at level1, i.e.,
SN1, SN4 and SN7. The best level of each parameter is the
level having the highest average SN ratio. According to the
mapping functionfm

t (ℓ), the best setting of a parameterxt in
cycle m is found and denoted byV (best,m)

t .

D. Shrink the Optimization Range

At the end of each cycle, the termination criterion is
checked. If it is not met, the best values found in cyclem
are used as center values for the parameters in the next cycle
m + 1:

V
(m+1)
t = V

(best,m)
t . (7)

It may happen that the best value of a parameterxt found in
cyclem is close tomint or maxt. In this case, there is need for
a procedure to consistently check if the mapped value of a level
is within the optimization range. Moreover, the optimization
range is reduced by multiplying the step size of each parameter
xt by a reduction factorξ < 1:

β
(m+1)
t = ξβ

(m)
t . (8)

E. Check the Termination Criterion

With every cycle, the optimization range is reduced and the
possible values of a parameter are closer to each other. Hence,
the set used to select a near-optimal value for a parameter
becomes smaller. The optimization procedure terminates when
all step sizes of the parameters are less than a predefined and
parameter-specific thresholdǫt, i.e.,

β
(m)
t < ǫt ∀t. (9)

IV. LTE SYSTEM MODEL

The LTE downlink system model is considered for evalu-
ation. A static system level simulator is used to generate the
results in the following.

A. Layout and Parameters

The cellular network is composed ofC = 33 cells located
in an area of4 × 4 km, see Fig. 2. This network layout
has been proposed in [8]. Every cellc is served by one
of the three sectors of an enhanced Node B (eNodeB). The
maximum eNodeB transmission power is40 W or equivalently
29 dBm per physical resource block (PRB), i.e.,10 MHz
system bandwidth with50 PRBs. The path loss offset and
exponent are set to128.1 dB and 3.76, respectively. The
penetration loss is assumed to be20 dB and the thermal noise
power is−114 dBm on a single PRB. The standard deviation
of the shadowing is set to8 dB and the de-correlation distance
to 50 m. The transmit antennas of eNodeBs are mounted at
height hBS = 30 m whereas a UE is assumed to be located
at ground, i.e., UE height is zero. Moreover, the number of
UEs is assumed to be50 per cell irrespective of the cell size.
The transmit antenna pattern of an eNodeB is modeled in3-
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Fig. 2. Heterogeneous network with cells of different coverage areas.

dimensions (3D). It is approximated using the model defined
in [9] by summing up the azimuth and vertical patterns. The
antenna parameters are according to those recommended by
3GPP in [1] and summarized in Table II.

B. Calculation of UE throughput

We assume a resource fair scheduler where each UE is
served using a single PRB. The signal-to-interference-noise
ratio (SINR) of a UE is computed assuming a full load system
where a UE receives interference from every other neighboring
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TABLE II
ANTENNA MODEL AND PARAMETERS.

Parameter Model

Azimuth pattern
Bφ(φ) = −min

{

B0, 12 ·

(

φ − Φ

∆φ

)2

}

B0 = 25 dB, ∆φ = 70◦ andΦ: azimuth orientation

Elevation pattern
Bθ(θ) = −min

{

B0, 12 ·

(

θ − Θ

∆θ

)2

}

B0 = 25 dB, ∆θ = 9◦ andΘ: tilt

3D antenna patternB(φ, θ) = −min{−
[

Bφ(φ) + Bθ(θ)
]

, B0}

Antenna gain 14 dBi

Fig. 3. Optimization range for each of the three transmit antennas of a single
eNodeB.

cell [3]. The throughputR of a UE can be approximated using
Shannon’s equation as

R = Weff · B · log2

(

1 +
SINR

Seff

)

[kbps] (10)

where Weff = 0.88 and Seff = 1.25 are the bandwidth and
SINR efficiency factors [10], respectively, andB = 180 kHz
is the bandwidth occupied by one PRB. The metricγc,5% is
computed by taking the5%-tile of R distribution in cellc.

V. SIMULATION RESULTS

The joint optimization of the antenna azimuth orientation
and tilt is solved using the modified optimization procedure
applying NOA. Moreover, the proposed solution is compared
to the one obtained by optimizing the azimuth orientation
and tilt independently in two subsequent runs using the same
procedure.

A. Algorithm parameters

To cover the full range of the azimuth orientation of one
120◦ sector, i.e.,3 sector site, the maximum and minimum
values of the azimuth orientationΦ of an antenna are deter-
mined by adding and subtracting59◦ from its default setting
as depicted in Fig. 3. For the tiltΘ, the minimum value is set
to 0◦ and the maximum value to15◦. Moreover, the reduction
factor ξ is set to0.85 as a trade-off between performance and
complexity, andǫt is set to0.01 for each optimization which
is low enough to allow convergence of the results.

B. NOA Versus OA

In principle, OA considers more than a NOA the interactions
existing among all parameters. However, in our optimization
problem, it is enough to consider the interactions among
the sector of interest and its close neighbors that are more
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Fig. 4. CDFs ofγ5% obtained by optimizing the tilts of the sectors using
an OA and a NOA having same parameters.

influential than others. Thus, though a NOA considers partially
the interactions among parameters, it is expected to have
statistical properties that are good enough for the optimization
problem and comparable to those of OA. This is illustrated in
Fig. 4 which displays the CDFs of the5%-tile γ5% of the UE
throughput distribution in a cell obtained by optimizing the
tilts only using an OA and a NOA having the same number
of experiments and levels, i.e., the azimuth orientations are
kept to default settings as in Fig. 2. The HM(γc,5%) achieved
by using an OA and a NOA are73.83 kbps and73.33 kbps,
respectively. Therefore, NOA and OA yield almost to the same
performance. This is also seen in Fig. 4 that shows a slight
degradation in performance if NOA is used rather than OA.

C. Performance Versus Complexity of the Algorithm

In the following, we will consider the joint optimization
of both azimuth and tilt. The performance of the proposed
algorithm depends on the NOA used. As the computational
complexity is proportional to the number of carried-out ex-
periments, we define the complexity metric of the algorithm
to be the numberN of experiments. In addition, we define an
accuracy metric to be the number of times that each level is
tested in one cycle for any parameterxt. Since the NOAs are
constructed using an algorithm that uses balanced columns [7],
i.e., each level is tested the same number of times in the
considered NOAs, the accuracy of the algorithm is computed
by taking the ratio betweenN and the number of levelss.

Fig. 5 shows the HM(γc,5%) obtained by jointly optimizing
the antenna azimuth orientations and tilts as a function of the
complexity of the algorithm. For fixeds = 9, the performance
of the algorithm tends to improve as the complexity of the
algorithm increases. Interestingly, the HM(γc,5%) achieved
by the NOA(288, 66, 9) is higher than those obtained by
NOA(522, 66, 9) and NOA(1044, 66, 9) though it has a lower
complexity metric. Moreover, to compare the performance
between NOAs having different number of levels, we pick
up NOA(288, 66, 9) and NOA(512, 66, 16) as they have the
same accuracy metric equal to288/9 = 512/16 = 32. For
the same accuracy metric, a slightly higher performance is
achieved using the NOA having9 levels instead of16.
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Fig. 5. Comparison between the performance of different NOAshaving
various complexity and accuracy metrics.

D. Joint Versus Independent Optimization

The joint optimization of both antenna parameters and the
independent optimization of each of them have the same num-
ber of experiments, and therefore, same complexity. However,
in case of joint optimization, the algorithm is running once us-
ing a NOA having2·C columns rather than twice with a NOA
havingC columns. Hence, the joint optimization reduces the
computational complexity by a factor of two as the complexity
is binded to the number of experiments rather the number
of configuration parameters. Moreover, the joint optimization
explores the dependencies among the antenna parameters. To
visualize the gain achieved by the joint optimization, denoted
by “Joint A&T”, we will compare its antenna configurations
acquired using NOA(288, 66, 9) to those obtained by optimiz-
ing the tilt and azimuth independently using NOA(288, 33, 9).

Let us denote the optimization of the tilts assuming default
azimuth orientations, see Fig. 2, by “T” and the optimization
of the azimuth orientations given the optimized tilts by “TA”.
Similarly, we denote the optimization of the antenna azimuth
orientations assuming a tilt of4◦ for all sectors by “A” and the
optimization of the tilts given the optimized azimuths by “AT”.
Moreover, we denote the default azimuth orientations depicted
in Fig. 2 and optimal constant tilt of4◦ by “Default”.

The CDFs ofγ5% in a cell are depicted in Fig. 6 for various
optimization methods. The HM(γc,5%) values of optimization
methods “Default”, “T”, “TA”, “A”, “AT” and “Joint A &T”
are 58.1 kbps,73.8 kbps,78.2 kbps,70.01 kbps,78.3 kbps
and80.0 kbps, respectively. Therefore, the joint optimization
provides a gain of around2.2% if compared to “TA” and
“AT”, and around8.5% if compared to “T”. Moreover, the
joint optimization has half the computational complexity of
“TA” and “AT” as the antenna azimuth orientations and tilts
are optimized at the same time.

VI. CONCLUSION

In this paper, we have presented an iterative algorithm
based on Taguchi’s method that jointly optimizes the antenna
azimuth orientations and tilts of eNodeBs. The method uses
NOA instead of OA as it provides more flexibility regarding
the number of configuration parameters and experiments and
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Fig. 6. CDFs ofγ5% for various optimization methods.

has statistical properties that are comparable to OA. Simulation
results in LTE downlink have shown that an additional user
throughput gain can be achieved if both antenna parameters
are optimized jointly rather than independently. Moreover, the
joint optimization reduces the computational complexity by
a factor of two if compared to the independent optimization
methods. As the proposed optimization algorithm allows any
kind of parameter combinations, it can easily be extended
to optimize different cell-specific radio network parameters
jointly such as the power control parameterP0 used to
control the SNR target of a UE in uplink and the path loss
compensation coefficientα.
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