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Abstract—Energy harvesting (EH) two-hop communications
are considered. The transmitter and the relay harvest energy
from the environment and use it exclusively for transmitting
data. A data arrival process is assumed at the transmitter. At the
relay, a finite data buffer is used to store the received data. We
consider a realistic scenario in which the EH nodes have only
local causal information, i.e., at any time instant, each EH node
only knows the current value of its EH process, channel state
and data arrival process. Our goal is to find a power allocation
policy to maximize the throughput at the receiver. We show that
because the EH nodes have local causal information, the two-
hop communication problem can be separated into two point-
to-point problems. Consequently, independent power allocation
problems are solved at each EH node. To find the power allocation
policy, reinforcement learning with linear function approximation
is applied. Moreover, to perform function approximation two
feature functions which consider the data arrival process are
introduced. Numerical results show that the proposed approach
has only a small degradation as compared to the offline optimum
case. Furthermore, we show that with the use of the proposed
feature functions a better performance is achieved compared to
standard approximation techniques.

I. INTRODUCTION

In recent years, the interest in the design of transmission

strategies for energy harvesting (EH) wireless communication

networks has increased [1], [2]. EH wireless communica-

tions refer to scenarios where the wireless communication

nodes have EH capabilities. In contrast to traditional wireless

communication nodes, the EH nodes do not rely solely on

conventional energy sources to recharge their batteries for

transmitting data. EH nodes collect energy from the envi-

ronment using natural energy sources, e.g., solar, thermal,

vibrational, chemical, etc. This results in a reduction of the

carbon footprint, higher mobility and self-sustainability [1].

Most of the research effort in EH communications has

focused on offline settings in which perfect non-causal knowl-

edge about the EH process is assumed at the nodes [3]–[6].

This assumption is hard to fulfill in real scenarios because

the amount of harvested energy at the nodes is time variant

and it depends on the energy source that is considered.

However, the offline setting provides an upper-bound of the

performance of the EH communication networks. The problem

of throughput maximization within a deadline in an offline EH

point-to-point communication scenario is investigated in [3].

Additionally, the authors show that this problem is equivalent

to the minimization of the completion time for the transmission

of a fixed amount of data. Offline EH two-hop communication

networks are considered in [4]–[6]. In [4], the throughput

maximization problem within a deadline is studied and two

cases are distinguished, namely a full-duplex and a half-

duplex relay. For the case of a full-duplex relay, an optimal

transmission scheme is provided. However, in the half-duplex

case, a simplified scenario is assumed where a single energy

arrival is considered at the transmitter. In [5], the impact of a

finite buffer at the relay for the storage of data is investigated.

It is assumed that the transmitter harvests energy several

times while the relay harvests only once. Furthermore, the

authors in [6] formulate a convex problem to find offline

transmission policies for multiple parallel relays in the two-

hop EH communication scenario.

A more realistic approach is given by the online setting in

which non-causal statistical information about the EH process

is assumed [7]–[9]. In [7], the EH point-to-point scenario is

considered and an on-off mechanism at the transmitter is stud-

ied. The authors assume a data arrival process at the transmitter

and for each packet, a binary decision of whether to transmit

or drop is made. In [8] and [9] dynamic programming is used

to solve the throughput maximization problem in the point-to-

point and two-hop communication scenarios, respectively.

Despite the fact that online settings do not require perfect

knowledge as the offline setting, having knowledge about the

statistics of the EH process in advance cannot always be

achieved [2]. Moreover, even if the statistical information is

available, assuming that the EH process is stationary and does

not change with time is a strong assumption, e.g., if different

energy sources are considered simultaneously. In emergency

scenarios for example, EH wireless communication networks

can be used if the communication infrastructure is damaged.

In this case, statistical information about the EH sources is not

available and the online setting is not applicable. A solution to

this problem is proposed in [8] where reinforcement learning

(RL) is applied in the EH point-to-point scenario. The authors

assume that the amount of harvested energy, the channel

coefficients and the transmit power in each time instant are

taken from a finite discrete set and apply the well-known RL

algorithm Q-learning to maximize the throughput in a fixed

period of time. In [10], the RL algorithm SARSA is combined

with linear function approximation to overcome the limitations

of Q-learning and to improve the performance in a point-to-

point communication scenario with only causal information.



In this paper, we consider an EH two-hop communication

scenario with a full-duplex decode-and-forward relay. Our

goal is to find a power allocation policy at the transmitter

and at the relay which aims at maximizing the amount of

data at the receiver. Local causal information is assumed to

be available at the transmitter and at the relay. This means

that at any time instant, the transmitter and the relay have

only knowledge about the value of their own EH process,

channel state and data arrival process. In general, the power

allocation problem for throughput maximization in the two-

hop scenario is coupled. However, we show that when the

nodes have only causal information about their own process,

the problem can be separated into two point-to-point problems.

This is due to the fact that the transmitter and the relay do

not know the state of each other and therefore, they cannot

adapt their power allocation policy to improve the amount

of data that reaches the receiver. As a result, independent

power allocation problems can be solved at the transmitter

and at the relay which aim at maximizing the throughput in

each point-to-point scenario. Based on [10], the RL algorithm

SARSA with function linear approximation is applied in each

point-to-point scenario to find the power allocation policy.

Moreover, to perform the linear function approximation, we

introduce two new feature functions. These feature functions

take into account the data causality constraint given by the data

arrival process and avoid data overflow situations caused by the

finite data buffer. Furthermore, to evaluate the performance of

the proposed feature functions, we implement SARSA with

linear function approximation using standard approximation

techniques, namely, fixed sparse representation (FSR) and

radial basis functions (RBF) [11].

The rest of the paper is organized as follows. In Section

II, the system model is introduced. The power allocation

problem for throughput maximization in an EH two-hop

scenario is presented in Section III. In Section IV, the EH

two-hop communication scenario is reformulated as two point-

to-point communication problems. In Section V, each point-

to-point problem is modeled as a Markov decision process

and RL is applied to find power allocation policies. Numerical

performance results are presented in Section VI and Section

VII concludes the paper.

II. SYSTEM MODEL

In this paper, a two-hop EH communication scenario is

considered. As depicted in Fig. 1, the scenario consists of

three single-antenna nodes. The term Nk, k ∈ {1, 2, 3}, is

used to label the nodes. The transmitter node N1 wants to

transmit data to the receiver node N3. It is assumed that the

link between these two nodes is weak. Therefore, the nodes

cannot communicate directly. To enable the communication,

N2 acts as a full-duplex decode-and-forward relay which is

able to perfectly cancel the self-interference and it forwards

the data from N1 to N3. A data arrival process is assumed at

N1 from which R0,i bits are received at ti. It is assumed that

N2 does not have any own data to transmit to the other nodes.

The data available for transmission at N1 is stored in a finite

Fig. 1: EH two-hop communication scenario.

data buffer of size Dmax,1 measured in bits. Moreover, N2 has

a data buffer of size Dmax,2, where it stores the data received

from N1. As the goal only is to maximize the throughput, it is

assumed that the data packets do not have deadlines that need

to be fulfilled.

In our scenario, N1 and N2 harvest energy from the environ-

ment and use this energy exclusively for the transmission of

data. As in [3]–[6], it is assumed that the energy is harvested

at fixed time instants ti, where i = 1, 2, ..., I is the index

of the EH time instants and I is the total number of EH

time instants. This means that at ti, an amount of energy

El,i ∈ R
+, l = {1, 2} is received by Nl. It has to be noticed

that this notation does not mean that at each ti, both nodes

N1 and N2 harvest energy. For example, if node Nl does not

harvest energy at ti, then El,i = 0.

The maximum amount of energy that can be harvested

at Nl, termed Emax,l, depends on the energy source that is

used. After El,i is harvested, it is stored in a rechargeable

finite battery with maximum capacity Bmax,l. Ideal batteries

are assumed. Therefore, no energy is lost while storing or

retrieving energy. It is assumed that the batteries cannot be

recharged instantaneously. Consequently, at ti the batteries

only store the energy which has been harvested until ti−1.

Furthermore, it is assumed that at t1, the nodes have not yet

harvested any energy and their batteries are empty. The time

interval τi = ti+1 − ti between two consecutive EH time

instants ti and ti+1 is assumed to be constant such that τi = τ ,

i = 1, 2, ..., I .

The received noise at N2 and N3 is assumed to be inde-

pendent and identically distributed (i.i.d.) zero mean additive

white Gaussian noise with variance σ2
2 = σ2

3 = σ2. The fading

channel coefficient from N1 to N2 is termed h1,i ∈ C while

the fading channel coefficient between N2 and N3 is termed

h2,i ∈ C. Further, the transmit power pl,i of Nl is kept constant

during the time interval τ from ti to ti+1 [3]. We assume that

only local causal information is available at the EH nodes.

This means that at ti, each node Nl has knowledge about the

current state of its battery Bl,i ∈ R+, the harvested energy

El,i, the channel state hl,i and the state Dl,i ∈ R+ of its data

buffer. Using this causal information, Nl selects pl,i for the

transmission of data during the corresponding time interval.

III. PROBLEM FORMULATION

In this section, the power allocation problem for throughput

maximization is formulated. At ti, the throughput achieved

during one time interval τ is defined as the amount of data

that reaches N3 and it is measured in bits. Since we consider a



decode-and-forward relay and N1 does not send data directly

to N3, it corresponds to the throughput R2,i, i.e, the amount

of data received by N3 from N2. N2 only transmits what it

has received from N1. Consequently, R2,i is limited by the

throughput R1,i which is the amount of data received at N2

from N1. At ti, R1,i and R2,i are given by

Rl,i = τ log2

(

1 +
|hl,i|

2pl,i
σ2

)

, l = {1, 2}. (1)

As N1 and N2 harvest energy from the environment, the power

available for transmission depends on their corresponding EH

processes. Moreover, at Nl the transmit power can be allocated

only after the harvested energy has been stored in the battery.

As a result, the energy causality constraint,

τpl,i ≤ Bl,i, l = {1, 2}, (2)

must be fulfilled. The finite capacity of the battery should be

considered in order to avoid overflow situations in which part

of the harvested energy is wasted because the battery is full.

The energy overflow constraint is given by

Bl,i − τpl,i + El,i ≤ Bmax,l, l = {1, 2}. (3)

As mentioned before, a data arrival process is assumed at N1

in which R0,i bits are received at each time instant ti. R0,i is

a realization of an independent data arrival process. However,

the data arrival process at N2 depends on the throughput R1,i.

As N2 does not have any own information to transmit, it can

only transmit the data previously received from N1, i.e., the

data which is already stored in the data buffer. At ti, the state

Dl,i of the data buffer at Nl is calculated as

Dl,i =

i−1
∑

n=1

Rl−1,n −

i−1
∑

n=1

Rl,n, l = {1, 2}. (4)

The throughputs R1,i and R2,i are limited by the information

causality constraint given by

Rl,i ≤ Dl,i, l = {1, 2}, (5)

which ensures that Nl cannot retransmit data it has not yet

received.

The size Dmax,l of each data buffer has to be considered to

avoid data overflow. When the data buffer is full, the received

data cannot be stored and it is discarded. Similar to the energy

overflow constraint in (3), Nl has an information overflow

constraint

Dl,i −Rl,i +Rl−1,i ≤ Dmax,l. (6)

Considering (2), (3), (5) and (6), the power allocation

problem for throughput maximization in the EH two-hop

communication scenario is written as

(

popt

l,i

)

l,i
= argmax

{pl,i, l={1,2},i={1,...,I}}

I
∑

i=1

R2,i (7a)

subject to

M
∑

i=1

τpl,i ≤

M−1
∑

i=1

El,i, ∀l, M = 1, ..., I, (7b)

M
∑

i=1

El,i −

M
∑

i=1

τpl,i ≤ Bmax,l, ∀l,M, (7c)

M
∑

i=1

Rl,i ≤

M−1
∑

i=1

Rl−1,i, ∀l,M, (7d)

M
∑

i=1

Rl−1,i −

M
∑

i=1

Rl,i ≤ Dmax,l, ∀l,M, (7e)

pl,i ≥ 0, ∀l, i = 1, ..., I. (7f)

Although the problem in (7) is a convex optimization problem

it can only be solved if non-causal knowledge about the EH

process, the data arrival and channel state is available. In our

scenario, it is assumed that the nodes have only local causal

information. Therefore, we propose to apply RL at each Nl.

The application of RL is discussed in Section V.

Another consequence of having only causal information is

that the nodes do not know in advance for how many EH time

intervals I they will operate. Therefore, at ti it is preferred

to achieve a higher throughput in the current interval over

future ones. To consider this, the objective function in (7a)

is rewritten such as to maximize the expected throughput.

Moreover, a discount factor γ, with 0 ≤ γ ≤ 1, is included to

account for the preference of higher throughput values in the

current interval. The objective function in (7a) is replaced by

the expected throughput given by

R = lim
I→∞

E

[

I
∑

i=1

γiR2,i

]

. (8)

IV. REFORMULATION OF THE THROUGHOUT

MAXIMIZATION PROBLEM

In this section, we show that when only local causal

information is available at the transmitter and at the relay, the

two-hop communication problem can be seen as two EH point-

to-point communication problems, as depicted in Fig. 2. The

first problem corresponds to the link N1 → N2 between N1 and

N2 and it is shown in Fig. 2(a). The second one corresponds

to the link N2 → N3 between N2 and N3 and it is illustrated

in Fig. 2(b).

The energy harvesting processes of the nodes are indepen-

dent. Nevertheless, the power allocation problem of N1 and

N2 described in (7) is coupled because R2,i is limited by

the throughput R1,i. When only local causal information is

available, the problem cannot be solved in a coupled way

because the nodes have no information about the power

allocation policy of each other, neither the EH process, channel

state or data arrival process. As N1 has no knowledge about

the state of the data buffer in N2, it cannot avoid data overflow



(a) Link N1 → N2 (b) Link N2 → N3

Fig. 2: Reformulation of the two-hop EH communication

problem as two point-to-point communication problems

by reducing its transmit power. Therefore, N1 can allocate its

power to maximize the throughput R1,i independently of the

state of the data buffer at N2.

Since at Nl the data arrival process is unknown and only

knowledge about the state of its data buffer is available, the

data arrival process is treated in the same fashion as the energy

arrival process. Consequently, Nl independently allocates its

power in order to maximize the throughput Rl,i. The power

allocation problem for throughput maximization in each link

N1 → N2 and N2 → N3 is given by

popt

l,i = argmax
{pl,i, i={1,...,I}}

lim
I→∞

E

[

I
∑

i=1

γiRl,i

]

(9a)

subject to

M
∑

i=1

τpl,i ≤

M−1
∑

i=1

El,i, M = 1, ..., I, (9b)

M
∑

i=1

El,i −

M
∑

i=1

τpl,i ≤ Bmax,1, ∀M (9c)

Rl,i ≤ Dl,i, i = 1, ..., I, (9d)

Dl,i −Rl,i +Rl−1,i ≤ Dmax, ∀i, (9e)

pl,i ≥ 0, ∀i, (9f)

for l = 1 and l = 2, respectively. It has to be noted that at N2,

the data overflow constraint described in (9e) cannot always

be fulfilled. This is because N2 is a full-duplex relay and at ti,
it does not know how much data it will receive from N1. The

throughput R1,i is only known at N2 at the end of the time

interval, i.e. at ti+1. To overcome this problem, we propose

the use of an estimate of R1,i. This approach is presented in

section V-B when the feature functions are discussed.

V. REINFORCEMENT LEARNING APPROACH

In this section, we model each point-to-point communica-

tion problem as a Markov decision process (MDP) and use

a RL approach to find the power allocation policies that aim

at maximizing the throughput. Based on our previous work

[10], we apply SARSA with linear function approximation.

A brief description of the SARSA algorithm and the feature

functions used in [10] to approximate the expected throughput

are included here for completeness. Additionally, we propose

two new feature functions to consider the data arrival processes

at the EH nodes.

A. Markov Decision Process Model

For each node Nl, l = {1, 2}, the MDP consists of a set

of states Sl, a set of actions Al, a transition model Pl and a

set of rewards Rl [12]. At ti, the state Sl,i ∈ Sl of node Nl

is a function of Bl,i, El,i, hl,i and Dl,i. The battery level,

the harvested energy, the channel coefficients and the data

buffer state can take any value in a continuous range. As a

consequence, the set Sl contains an infinite number of possible

states. For Nl, these states are given by any value of Bl,i, El,i

and hl,i and Dl,i.

The set of actions Al is composed by all the transmit

power values pl,i that each node can select. We consider a

finite set given by Al = {pl,i| pl,i ∈ {0, δl, 2δl, ..., Bmax,l}},

where δl is a step size [10]. The action dependent transition

model defines the transition probabilities from state Sl,i to

state Sl,i+1. Finally, the rewards indicate how beneficial the

selected pl,i is for the corresponding Sl,i of node Nl. For

each pair Sl,i and pl,i, the reward Rl,i ∈ Rl is defined as the

throughput achieved in one time interval τ and it is calculated

as described in (1).

We are interested in finding a power allocation policy at

each node Nl to maximize the throughput Rl,i. A policy πl is

a mapping from a given Sl,i to the pl,i that should be selected,

i.e. pl,i = πl(Sl,i), and it corresponds to the solution of an

MDP [12]. πl can be evaluated using the so-called action-

value function Qπ
l (Sl,i, pl,i) which is defined as the expected

reward starting from state Sl,i, selecting pl,i and following πl

thereafter [13]. The optimal policy π∗
l is the policy whose

action-value function is greater than or equal to any other

policy for every state. The corresponding action-value function

for the optimal policy π∗
l is denoted by Q∗

l . Determining π∗
l is

straightforward when Q∗
l is known because for each Sl,i, any

action pl,i that maximizes Q∗
l (Sl,i, pl,i) is an optimal action.

B. SARSA with Linear Function Approximation

As only local causal information is available at the nodes,

the action-value function Qπl

l is unknown. Therefore, SARSA

builds an estimate of the action-value function from the states

that are visited and the earned rewards. At every ti, node Nl

selects a transmit power value pl,i according to its current

state Sl,i. The selected pl,i leads to a throughput Rl,i. After

the transmission, Nl is in state Sl,i+1 and for this state a

new transmit power value pl,i+1 is selected. Ql
πl is updated

considering Sl,i, pl,i, Rl,i, Sl,i+1 and pl,i+1.

Linear function approximation is used to represent Qπl

l

when the number of states is infinite. The action-value function

Qπl

l is approximated using a linear combination of Y feature

functions fy(Sl,i, pl,i), y = 1, ..., Y which map the state-

action pair (Sl,i, pl,i) into a feature value. The approximate

Qπl

l , termed Q̂
πl

l , is calculated as the weighted sum of the

features. For a given pair (Sl,i, pl,i), the feature values are

collected in the vector fl ∈ RY×1 and the contribution of

each feature is included in the vector of weights wl ∈ RY×1.

The action-value function is approximated as

Qπl

l (Sl,i, pl,i) ≈ Q̂l

πl

(Sl,i, pl,i,wl) = fT
l wl, (10)



[13]. When SARSA with linear function approximation

is applied, the updates are performed on the weights be-

cause they control the contribution of each feature function

on Q̂
πl

l (Sl,i, pl,i). At ti, the vector wl is adjusted in the

direction that reduces the error between Q
πl

l (Sl,i, pl,i) and

Q̂l

πl

(Sl,i, pl,i,wl) following the gradient descent approach.

Formally, the update rule is given by [13]

∆wl = αi

[

Rl,i + γQ̂l

πl

(Sl,i+1, pl,i+1,wl)

− Q̂l

πl

(Sl,i, pl,i,wl)
]

∇wl
Q̂l

πl

(Sl,i, pl,i,wl),
(11)

where αi is a small positive fraction which influences the

learning rate. Throughout the execution algorithm, the ǫ-
greedy policy is followed. In ǫ-greedy, each Nl acts greedily

with respect to its action-value function with a probability of

1− ǫ, this means

Pr

[

pl,i = max
pl,k∈Al

Q̂
πl

l (Sl,i, pl,k)

]

= 1− ǫ, 0 < ǫ < 1. (12)

However, with a probability ǫ, Nl will randomly select a

transmit power value from the set Al. This method provides a

trade-off between the exploration of new transmit power values

and the exploitation of the known ones [12], [13].

For the definition of the feature functions, the natural

attributes of the problem should be considered. In our case,

these attributes are the EH processes at N1 and N2, their finite

batteries, their data arrival processes and finite data buffers. In

[10], Y = 3 binary feature functions were presented for the

point-to-point scenario without data arrival. We propose two

additional feature functions to consider the data arrival process

and the data buffer.

The first feature function f1(Sl,i, pl,i) deals with overflow

conditions. It indicates if in state Sl,i, a given pl,i avoids

battery overflow according to (3). Additionally, it evaluates if

pl,i fulfills the energy causality constraint of (2). f1(Sl,i, pl,i)
is defined in [10] as

f1(Sl,i, pl,i) =











1, if (Bl,i + El,i − τpl,i ≤ Bmax,l)∧

(τpl,i ≤ Bl,i)

0, else,
(13)

where ∧ represents the logical conjunction operation.

The second feature function f2(Sl,i, pl,i) addresses the

power allocation problem. It uses past channel realizations to

estimate the mean value h̄l,i of the channel gain in order to

perform water-filling. The water level υl,i is calculated as

υl,i =
1

2

(

Bl,i

τ
+

El,i

τ
+ σ2

(

1

|h̄l,i|
+

1

|hl,i|

))

. (14)

To ensure that the feasibility condition in (2) is fulfilled, the

power allocation value given by the water-filling algorithm is

given by

pWF
l,i = min

{

Bl,i

τ
,max

{

0, υl,i −
σ2

|hl,i|

}}

, (15)

[10]. As pl,i can only be selected from the discrete set Al,

the calculated pWF
l,i is rounded such that pWF

l,i ∈ Al holds.

f2(Sl,i, pl,i) is written in [10] as

f2(Sl,i, pl,i) =







1, if δ
⌊

pWF
l,i

δ

⌋

= pl,i

0, else,
(16)

where ⌊x⌋ is the rounding operation to the nearest integer less

than or equal to x.

The third feature function f3(Sl,i, pl,i) handles the case

when the size of the battery is small compared to the harvested

energy, i.e., El,i ≥ Bmax,l. In this situation, the battery should

be depleted to minimize the energy losses due to battery

overflow. f3(Sl,i, pl,i) is given in [10] by

f3(Sl,i, pl,i) =

{

1, if (El,i ≥ Bmax,l) ∧
(

pl,i = δ⌊
Bl,i

τδ
⌋
)

0, else
(17)

As mentioned before, we extend the work in [10] with two

additional feature functions. The fourth and fifth feature func-

tions are proposed in order to consider the data arrival process

and data buffer at the EH nodes. The information causality

constraint is addressed with the fourth feature function. Let

us define R
(pl,i)
l,i as the throughput that would be achieved

if pl,i is selected. f4(Sl,i, pl,i) indicates if R
(pl,i)
l,i fulfills the

constraint in (5) and it is defined as

f4(Sl,i, pl,i) =

{

1, if R
(pl,i)
2,i ≤ Dl,i

0, else.
(18)

As discussed in the previous section, data overflow sit-

uations cannot be completely avoided at N2 because at ti,
knowledge about R1,i is not available. To overcome this, we

propose that in the case of N2, the data overflow constraint in

(6) is evaluated using the mean value R̄1,i of the previously

achieved throughputs, i.e., R̄1,i =
1

i−1

∑i−1
j=1 R1,j . Similar to

f4, we consider R
(pl,i)
l,i and use f5(Sl,i, pl,i) to indicate if data

overflow situations can be avoided by the selection of a given

pl,i. f5(S1,i, p1,i) is given by

f5(Sl,i, pl,i) =

{

1, if Dl,i + R̄l−1,i −R
(pl,i)
l,i ≤ Dmax,l

0, else,
(19)

where R̄l−1,i = Rl−1,i for l = 1. As a summary, the approx-

imate SARSA algorithm for each point-to-point scenario is

shown in Algorithm 1. For information about the convergence

properties of SARSA with linear function approximation, the

reader is referred to [14] and [15].

VI. PERFORMANCE RESULTS

In this section, numerical results for the evaluation of the

SARSA algorithm in the two-hop communication scenario are

presented. As described in previous sections, SARSA with

linear function approximation is applied at each node Nl

to maximize the throughput at N3. The results are obtained

by generating T = 1000 independent random channel and



Algorithm 1 SARSA algorithm [10].

initialize γ, α, ǫ and wl

observe Sl,i

select pl,i using ǫ-greedy

while Nl is harvesting energy do

transmit using the selected pl,i
calculate corresponding reward Rl,i ⊲ Eq. (1)

observe next state Sl,i+1

select next transmit power pl,i+1 using ǫ-greedy

update wl ⊲ Eq. (11)

set Sl,i = Sl,i+1 and pl,i = pl,i+1

end while

energy realizations. Each realization corresponds to an episode

where the nodes harvest energy I times. We are interested in

evaluating the throughput when the the data available at the

transmitter is not a limiting factor. Therefore, we consider the

case in which the transmitter has always data to transmit, i.e.

D1,i = ∞, ∀i.
For each node Nl, the amount of harvested energy El,i at

ti is taken from a uniform distribution with maximum value

Emax. The time interval τ between two consecutive EH time

instants is set to one time unit and the channel coefficients

hl,i are assumed to be taken from an i.i.d. Rayleigh fading

process with zero mean and unit variance. Additionally, the

noise variance is set to σ2 = 1. For the SARSA algorithm

at Nl, the step size δ used in the definition of the action set

Al is set to δ = 0.02Bmax,l. The learning rate α and the ǫ
parameter used in the ǫ-greedy policy are reduced in each time

instant and are defined as α = 1/i and ǫ = 1/i, respectively.

Furthermore, the discount factor γ is selected as γ = 0.9.

For comparison, we consider the offline optimum and the

hasty policy. The offline optimum is obtained by solving

the optimization problem of (7) when non-causal information

regarding the EH process, the data arrival process and the

channel states is available. On the contrary, the hasty policy

consists of depleting the battery of N1 in every time instant.

At N2, the hasty policy tries to deplete the data buffer at

each time instant by selecting the maximum power value that

fulfills the information causality constraint of (5). Additionally,

we implement the SARSA algorithm using two standard

approximation techniques, i.e., FSR and RBF [11]. FSR is

a low-complexity technique used to represent the continuous

states. For Nl, the state Sl,i lies in a 4-dimensional space

given by Bl,i, El,i, hl,i and Dl,i. In FSR, each dimension

is split in tiles and a binary feature function is assigned to

each tile. A given feature function is equal to one if the

corresponding variable is in the tile and zero otherwise [11]. In

our implementation, the tiles are generated using the step size

δ. In contrast to FSR that uses binary feature functions, RBF

works directly in the continuous space. In RBF, each feature

function has a Gaussian response that depends on the distance

between a given state and the center of the feature [11], [13].

The average throughput performance versus different values

of Emax/(2σ
2) is shown in Fig. 3. The battery sizes of the
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Fig. 3: Average throughput versus Emax/(2σ
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Fig. 4: Average throughput versus data buffer size factor β.

Average Emax/(2σ
2) = 5dB.

nodes are set to Bmax,1 = Bmax,2 = Bmax = 2Emax and

I = 100 EH time instants are considered. In this case, we

are interested in evaluating the throughput performance when

the data buffer at the relay is not limiting the transmission.

Therefore, Dmax,2 is selected as Dmax,2 = 5R
(Bmax)
1,i , where

R
(Bmax)
1,i is the throughput that would be achieved if |h1,i| = 1

and p1,i = Bmax/τ . As expected, the performance of all the

approaches increases when the amount of harvested energy

increases. It can be seen that the proposed SARSA algo-

rithm is able to overcome the unrealistic assumption of the

offline approach with only 6% performance reduction when

Emax/(2σ
2) = 5dB. As it can be seen in Fig. 5, at I = 100

the SARSA algorithm has not yet converged. However, this

value was selected to be able to find a numerical solution for

the offline optimum. As a consequence, the difference between

the hasty policy and the proposed SARSA is only 8%. The low

performance of SARSA-FSR and SARSA-RBF is due to the

fact that they are general representation techniques that do not

consider the characteristics of the problem. Moreover, a large

number of feature functions have to be used to approximate

all the states which reduces the learning rate.

Fig. 4 shows the effect of the data buffer size on the
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Fig. 5: Average normalized throughput versus the number of

EH time instants I. Average Emax/(2σ
2) = 5dB.

performance for Emax/(2σ
2) = 5dB. In this case, I = 1000

and the buffer size at N2 is Dmax,2 = βR
(Bmax)
1,i , where β is

a tunable parameter. The offline optimum is not considered

because when the data buffer size is small compared to the

throughput R1,i, data overflow conditions are unavoidable

and no feasible solutions can be found for the problem of

(7). Results show that the proposed SARSA consistently

outperforms the other approaches. For small values of β, the

throughput is reduced because not all the data received from

N1 can be stored in the data buffer and it is discarded. When

the data buffer size is large compared to R1,i, its effect on the

performance is reduced. It can be seen that the performance of

all the approaches saturates at approximately β = 3 when the

data buffer is big compared to the throughput received from

N1 and the data overflow conditions become less probable.

The convergence speed of the SARSA algorithm is eval-

uated in Fig. 5 for Emax/(2σ
2) = 5dB and β = 5. The

figure shows the normalized throughput versus the number

I of EH time instants. The throughput is normalized with

respect to the number of EH time instants I . The proposed

SARSA converges faster than SARSA-FSR and SARSA-

RBF and it achieves a higher throughput. The reason for

this is that the proposed SARSA uses customized feature

functions based on the properties of the problem given by

the constraints of (2), (3), (5) and (6). On the contrary, FSR

and RBF are general representation techniques that do not

consider the characteristics of the problem. Additionally, with

the proposed SARSA the number of feature functions used in

the approximation is only five. This improves the learning rate

compared to FSR and RBF.

VII. CONCLUSIONS

A full-duplex decode-and-forward two-hop communication

scenario with EH nodes was investigated. A data arrival

process was considered at the transmitter and a finite data

buffer was assumed at the transmitter and at the relay. Local

causal knowledge regarding the EH process, the data arrival

process and the channel state was assumed at the transmitter

and at the relay. We have shown that the power allocation

problem for throughput maximization can be seen as two

point-to-point problems when only local causal information is

available at the nodes. Each point-to-point problem is modeled

as a Markov decision process and the RL algorithm SARSA

with linear function approximation is applied. Moreover, for

the linear function approximation customized feature functions

are proposed to consider the data arrival process at the nodes.

Results show that the proposed approach is able to overcome

the requirement of non-causal information with only a small

reduction in the performance as compared to the optimum

offline case. Moreover, it is shown that the use of customized

feature functions achieves a better performance than standard

approximation techniques

ACKNOWLEDGMENT

This work was funded by the LOEWE Priority Program

NICER under grant No. III L5-518/81.004.

REFERENCES

[1] S. Ulukus, A. Yener, E. Erkip, O. Simeone, M. Zorzi, P. Grover, and
K. Huang, “Energy harvesting wireless communication: A review of
recent advances,” IEEE J. Sel. Areas Commun., vol. 33, no. 3, pp. 360–
381, March 2015.
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