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Abstract—In this paper, K bidirectionally communicating node
pairs with each node havingN antennas and one amplify and
forward relay having R antennas are considered. Each node
wants to transmit d data streams to its communication partner.
Taking into account that each node can perform self interference
cancellation, a new scheme calledPair-Aware Interference Align-
ment is proposed. In this scheme, the transmit precoding matrices
and the relay processing matrix are chosen in such a way that
at any given receiver all the interfering signals except the self
interference are within the interference subspace and the useful
signal is in a subspace linearly independent of the interference
subspace. If the number of variables is larger than or equal to
the number of constraints in the system, the system is classified
as proper, else as improper. Through simulations it is shown
that for a proper system (2Kd ≤ 2N + R − d), interferences
can be perfectly aligned and the useful signals can be decoded
interference-free at the receivers. An iterative algorithm to
achieve the interference alignment solution is proposed. Also for
the proper system fulfilling a certain additional condition, which
will be derived in this paper, a closed form solution is proposed.

Index Terms—Pair-aware interference alignment, two-way re-
laying, signal alignment, channel alignment.

I. I NTRODUCTION

I NTERFERENCE between communication links is the ma-
jor limiting factor in wireless communication networks,

especially when the interfering signal is of similar strength
as the useful signal. Recently, interference alignment [1]–
[3] has been developed as an efficient technique to handle
interferences at high Signal to Noise Ratios (SNRs). In [3],
interference alignment is introduced for aK-user interference
channel, whereK transmitters want to communicateunidirec-
tionally with their corresponding receivers. The receiver space
is divided into two subspaces [3], namely, the useful subspace
and the interference subspace. Each of the transmitters chooses
its transmit signal such that at each of the receivers, only
the useful signal is within the useful subspace and all the
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interference signals are within the interference subspace. In
contrast to the conventional orthogonal multiplexing schemes
where every transmitter can use only1

K
of the total resource,

using interference alignment, every transmitter can utilize1
2

of the total resource [3].
Interference alignment can be performed in the dimensions

of time [3], frequency [4], space [5]–[7] or signal level [8].
In this paper, we focus on interference alignment in spatial
dimensions. In [5]–[7], iterative methods to achieve interfer-
ence alignment have been proposed. The iterative algorithms
converge only if an alignment solution is feasible. In [9]–[11],
the feasibility conditions for interference alignment are derived
in terms of the numberN of antennas at each transmitter and
receiver, the numberd of data streams that each transmitter
wants to transmit and the numberK of transmitters in the
system. For aK user interference channel, the interference
alignment solution is feasible if

N ≥
(K + 1)d

2
(1)

holds [9]–[11]. A closed form solution for interference align-
ment in spatial dimensions is known only in special cases [12].
In [12], each node requires at least(K − 1)d antennas for the
closed form solution to be feasible.

According to (1), the number of data streams that can be
transmitted by each transmitter is limited by the number of
antennas at the transmitters and receivers. A large number of
time slot extensions is needed for each transmitter to be able to
transmit half of the number of data streams that it can transmit
in the absence of interference [3]. In [5], for a three user case,
it has been shown that with the help of a relay, two time slot
extensions are sufficient to achieve this.

Relay aided interference alignment has been considered
in [13]–[17]. In [13]–[16], the relaying is performed based
on the one-way relaying protocol. In [17], abidirectional
communication betweenK communication partners as shown
in Figure 1 is considered and the relaying is performed based
on the two-way relaying protocol. Two-way relaying requires
only two time slots for bidirectional communication, whereas
one-way relaying requires four time slots. At the same time,
compared to one-way relaying, two-way relaying introduces
new challenges as the number of interferences is almost
doubled. However, as we have shown in [17] and in the current
paper, the ability of each node to cancel self interference can
be utilized to decouple the interference alignment into two
steps called signal alignment and channel alignment.

1536-1276/12$31.00c© 2013 IEEE
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In [17], each of the2K nodes hasN antennas and wants
to transmit d data streams to its communication partner,
see Figure 1. It is assumed that the numberR of relay
antennas isR < 2Kd so that the conventional transceive
zero forcing or decode-and-forward cannot be performed at
the relay. It has been shown in [17] thatR ≥ Kd antennas
are required at the relay to be able to separate the useful
signal and the interference signals at the receiving nodes. The
caseR = Kd is addressed in [17]. In the first time slot
called multiple access(MAC) phase, all the nodes transmit
to the relay. The relay receives the sum of2Kd data streams.
These2Kd data streams cannot be spatially separated in a
Kd-dimensional space. However, the nodes can perform self
interference cancelation and hence, all the nodes transmit their
signals to the relay in such a way that at the relay, each
node’s signal subspace aligns with the signal subspace of its
communication partner. This is calledsignal alignment[17].
In the second time slot calledbroadcast(BC) phase, each node
designs its receive zero forcing matrix such that the effective
channel consisting of the channel between the relay and the
node and the receive zero forcing matrix spans the same
subspace as that of its communication partner. This is called
channel alignment[17]. After signal and channel alignment,
there are onlyKd effective data streams andKd effective
channels. The relay withR = Kd antennas can perform
transceive zero forcing [17]. The nodes require at least(K+1)d

2
antennas to perform signal and channel alignment [17]. After
signal alignment and channel alignment followed by transceive
zero forcing, the interferences are aligned perfectly within the
ISS at the receivers.

In this paper, a generalization of [17], i.e.,R ≥ Kd
is considered. WhenR > Kd, complete signal alignment
is not necessary and hence, the requirementN ≥ (K+1)d

2
can be relaxed. In this paper, a novel interference alignment
scheme called Pair-Aware Interference Alignment (PAIA) is
proposed. The term Pair-Aware implies that for the process of
interference alignment, only the inter-pair interference needs
to be considered. In the PAIA scheme, each node partially
aligns its signal at the relay with that of its communication
partner. However, perfect signal alignment is not necessary.
Partial channel alignment followed by transceive zero forcing
is performed to achieve interference alignment in the BC
phase. The properness condition [10] is also derived for
the considered system. An iterative algorithm is proposed to
achieve the interference alignment solution. Additionally, a
closed form solution is possible in certain cases. The condition
for the applicability of the closed form solution is derived and
the closed form solution is given.

The organization of the paper is as follows. The system
model is introduced in Section II. In Section III, the proposed
pair-aware interference alignment scheme is described. The
condition for the properness of the system is derived in
Section IV. Closed form and iterative algorithms are described
in Section V. Section VI evaluates the performance of the
proposed scheme in terms of the sum rate of the system.
Section VII concludes the paper.

Throughout this paper, we use lower case letters for scalars
and lower case bold letters and upper case bold letters for
column vectors and matrices, respectively.(.)H denotes the

Fig. 1. K user pair relay interference channel

complex conjugate transpose operation. We define two sub-
spaces to be linearly independent if no non-zero vector in one
subspace can be expressed as a linear combination of the basis
vectors of the other subspace. LetA1 andA2 denote twoN -
dimensional subspaces in anR-dimensional vector spaceW .
The union of the two subspaces is defined as

A1 ∪ A2 := {c1p1 + c2p2 ∈ W : ∀ p1 ∈ A1, ∀ p2 ∈ A2

and∀ c1, c2 ∈ C}.

II. SYSTEM MODEL

Figure 1 shows the multi-user two-way relay network with
K communication pairs and one relay. Without loss of gener-
ality, we assume that the nodesj andj+K for j = 1, . . . ,K
are communication partners. Each node hasN antennas and
the relay hasR antennas. Each of the2K nodes wants to
transmitd data streams to its communication partner, i.e., a
bidirectional communication is assumed. There is no direct
link between the nodes. The relay and the nodes are assumed
to operate in half duplex mode and to have a transmit power
constraint. The two-way relaying protocol [18] is considered.
In the first phase called MAC phase, all the nodes transmit
their signals to the relay and in the second phase called BC
phase, the relay broadcasts the signals to the nodes.

Let di andVi for i = 1, . . . , 2K denote the data vector and
the transmit precoding matrix of nodei, respectively. Note
that j and j + K for j = 1, . . . ,K are used as indices to
identify the communication partners whilei, i = 1, . . . , 2K,
is used to define quantities for all2K nodes. Let the matrix
Hri denote the channel between transmitteri and the relay.
The noise at the relay is denoted by the vectorn r. The
components of the noise vectorn r are assumed to be i.i.d.
complex Gaussian random variables which follow the complex
normal distributionCN (0, σ2

r ) with zero mean and variance
σ2

r . The signal received at the relay in the MAC phase is given
by

r =

2K∑

i=1

HriVidi + nr. (2)

Amplify and Forward relaying is assumed. The BC phase
is considered now. LetG denote the linear signal processing
matrix at the relay. Letni denote the noise at nodei, i =
1, . . . , 2K. The components of the noise vectorn i are i.i.d.
complex Gaussian random variables which followCN (0, σ 2

i ).
Let the matrixHir denote the channel between the relay and
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nodei. Let ñi = HirGnr + ni denote the effective noise at
receiveri. The received signal at receiverj is

yj = HjrGHr(j+K)Vj+Kdj+K +HjrGHrjVjdj

+HjrG

2K∑

i=1,
i�=j,j+K

HriVidi + ñj
(3)

for j = 1, . . . ,K. The received signal at receiverj + K
for j = 1, . . . ,K can be obtained by interchangingj and
j +K in the above equation. In (3), the first and the second
term of the sum correspond to the useful part and the self-
interference, respectively. The third term corresponds to the
unknown interference. It is assumed that self-interference can
be perfectly canceled at the receiver. LetUH

i denote the receive
filter matrix at receiveri, i = 1, . . . , 2K. Then, the estimated
data stream at nodej, j = 1, . . . ,K, is given by

d̂j = UH
j HjrGHr(j+K)Vj+Kdj+K

+UH
j HjrG

2K∑

i=1,
i�=j,j+K

HriVidi +UH
j ñj .

(4)

In order to decode the desired signal successfully, the un-
known interference should be within the interference subspace
and the useful signal subspace should be linearly independent
of the interference subspace. The self interference can be in
both the subspaces. The dimension of the useful subspace
should be larger than or equal to the size of the data vector
dj+K . Then the receive filterUH

j can be designed as the zero
forcing filter that suppresses all the unknown interferences.
This means that in (4), the following conditions need to be
satisfied:

rank
(
UH

j HjrGHr(j+K)Vj+K

)
= d, (5)

UH
j HjrGHriVi = 0 ∀i �= j, j +K. (6)

Assuming that the input symbols denoted by the elements
of the vectordj+K are independent and zero mean complex
Gaussian distributed with variance one, the achievable rate
with which nodej +K can transmit is given by

Rj+K =
1

2
log2

∣∣∣I+
(
UH

j+KR
ññj+K

Uj+K

)−1

UH
j+KH(j+K)rGHrjVjV

H
j H

H
rjG

HHH
(j+K)rUj+K

∣∣∣,
(7)

where|.| denotes the determinant operation andR
ññj+K

is the
covariance matrix of̃nj+K . Note that for the receiversj+K
for j = 1, . . . ,K, the interference alignment conditions and
achievable rates are obtained by interchangingj andj+K in
the above equations (4)-(7).

III. PAIR-AWARE INTERFERENCEALIGNMENT (PAIA)
SCHEME

In this section, the proposedPair-Aware Interference Align-
ment (PAIA) scheme is introduced. The objective of this
scheme is to choose the coefficients of the precoding matrices
Vj andVj+K for j = 1, 2, . . . ,K and the relay processing
matrixG such that (5) and (6) are satisfied. This is achieved in
three steps: partial signal alignment, partial channel alignment
and transceive zero forcing.

Fig. 2. Illustration of partial signal alignment forK = 2, R = 3, N = 1,
andd = 1

A. Partial Signal Alignment

In the MAC phase, the relay receive space is divided into
two orthogonal subspaces, namely, the relay receive useful
subspaceRUSS of dimensionKd and the relay receive
interference subspaceRISS of dimensionR − Kd. RUSS
has to be chosen such that it is possible that each node
aligns its signal with that of its communication partner in the
RUSS. In the RISS, the signal alignment does not need
to be feasible. This is called partial signal alignment. LetT

denote the projection matrix that projects the received signal
at the relay toRUSS. By this projection operation, the signal
components inRISS are nullified. The signal alignment of
each pair(j, j + K), j = 1, 2, . . . ,K within the RUSS is
represented by

span
(
THHrjVj

)
= span

(
THHr(j+K)Vj+K

)
. (8)

For illustration, let us consider the exampleN = 1, d =
1, R = 3 andK = 2. In this case, the 3-dimensional relay
receive space and the subspaces and operations mentioned
above are visualized in Figure 2. As the nodes have only a
single antenna each, signal alignment in the 3-dimensional
relay receive space is not feasible. However, as shown in
Figure 2, the signals received at the relay can be projected
to a properly chosen 2-dimensionalRUSS, such that signal
alignment is achieved. There are also additional variables
given in Figure 2 which will be described as soon as they
are introduced in the later sections in the paper.

Let RUSSj denote thed-dimensional alignment subspace
of the pair(j, j + K) within the RUSS, see also Figure 2.
Then, theRUSS is given byRUSS =

⋃
∀j RUSSj. In order

to be able to separate the useful signal from the interference
at the receiver,RUSSj should be linearly independent of⋃K

j′=1
j′ �=j

RUSSj′ .

B. Partial Channel Alignment

After partial signal alignment followed by nullifying the
interferences in theRISS, there are onlyKd effective data
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streams corresponding to the pair-wise aligned signals of the
K pairs. In the BC phase, theKd effective data streams
are transmitted such that at each of the receivers, all the
interference signals are within the interference subspace and
the useful signal is within the useful subspace. This is achieved
through partial channel alignment and transceive zero forcing.
Partial channel alignment is dual to partial signal alignment
and is explained in the following.

Let Fjr = (UH
j Hjr)

H denote the effective channel between
the relay and receiverj. Consider the pair(j, j + K). The
effective channels of these two nodes are said to be pair-wise
aligned if they span the same subspace at the relay. Similar to
partial signal alignment in the MAC phase, now, the transmit
signal space of the relay is divided into two orthogonal
subspaces: the relay transmit useful subspaceTUSS and a
common relay transmit interference subspaceTISS. TheKd-
dimensional subspaceTUSS is chosen such that pair-wise
channel alignment is possible in theTUSS. However, the
components within theTISS do not need to align pair-wise.

LetQ denote the projection matrix that projects the transmit
signal at the relay toTUSS. Then inTUSS, the effective
channels of partner nodes align pair-wise. This is given by

span
((

UH
j HjrQ

)H
)
= span

((
UH

j+KH(j+K)rQ
)H

)
(9)

for j = 1, 2, . . . ,K. Each of the partner nodes(j, j + K)
chooses its receive zero forcing matrix such that the effective
channel aligns with the effective channel of its communication
partner within theTUSS. The alignment subspace of each
pair (j, j + K) should be linearly independent of the union
of the useful subspaces of all the other pairs so that a zero
forcing filter can be designed for each of the node pairs.

C. Transceive Zero Forcing

After partial channel alignment followed by a projection
onto the subspace orthogonal to theTISS, the effective
channel of each node spans the same subspace as the effective
channel of its communication partner. Hence, zero forcing the
effective channel of one node by the relay forces also the
one of its communication partner to zero. In the BC phase,
there areKd effective data streams and there areKd effective
channels. As theTUSS is of dimensionKd, transceive zero
forcing can be performed at the relay. LetG s denote the
transceive zero forcing matrix at the relay. Then the relay
processing matrixG is given by

G = QGsT
H. (10)

After partial signal and channel alignment and transceive
zero forcing, there will be no unknown interference at the
receivers and thed data streams of the desired signal will
be linearly independent of each other, i.e., (5) and (6) are
satisfied.

Partial signal alignment and partial channel alignment are
dual problems. As can be seen from (8) and (9), partial signal
alignment and partial channel alignment are bilinear problems
with the same number of variables and equations. Hence,
for the consideration of the properness condition and for the
algorithms described in this paper, only the MAC phase will
be considered. These algorithms for the MAC phase can be

directly applied for the BC phase by replacing the matrix
T by the matrixQ, the precoding matrices by the receive
zero forcing matrices and the MAC channel matrices by the
corresponding BC channel matrices.

IV. PROPERNESSCONDITION

In this section, the properness condition for the proposed
PAIA scheme is derived. In [10], the properness condition
for a K-user interference channel is derived by counting the
numberMv of variables and the numberMc of constraints
in the system. IfMv ≥ Mc, then the system is considered
as proper, otherwise as improper. This method of counting
Mv andMc is applied to the proposed PAIA method in the
following subsections.

Properness is not a sufficient condition for the feasibility
of the system and there exist proper systems that are not
feasible [19]. However, the intuition is that proper systems
are likely to be feasible [10]. In [10], Bernstein’s Theorem
is used to verify if the proper systems are feasible by cal-
culating the mixed volume of the polynomials. However, the
constraint of (8) for the partial signal alignment problem is
a system of polynomial equations with correlated coefficients
and hence, applying Bernstein’s Theorem, the mixed volume
of the polynomials gives only an upper bound on the number
of solutions [10]. In Section VI, through simulation results on
the leakage interference at the receivers it will be shown that in
our considered multi-user two-way relay networks, typically,
proper systems are also feasible.

A. NumberMv of Variables

In this subsection, we count the numberMv of variables in
the system. There are two kinds of variables in the system.
Mvn denotes the number of variables corresponding to the
antennas at the nodes andMvr denotes the number of variables
corresponding to the antennas at the relay. Each node hasN
antennas and transmitsd data streams. The precoding matrix at
each node is of sizeN×d. Hence,Nd variables are available
in each precoding matrix. In order to be able to decode thed
data streams, it is necessary thatd columns of the precoding
matrix are linearly independent of each other.d2 variables are
required to make the columns of the precoding matrix linearly
independent. Hence,(N − d)d free variables are available.
In other words, choosing ad-dimensional subspace in anN -
dimensional space results in(N − d)d free variables. There
are2K nodes in the system, this leads to

Mvn = 2K(N − d)d. (11)

In theR-dimensional relay receive space, aKd-dimensional
subspace has to be reserved for the useful signals. Hence,R−
Kd dimensions are left for theRISS. Choosing a subspace
of dimensionR − Kd in an R-dimensional space results in
(R − Kd)(R − (R − Kd)) = (R − Kd)Kd free variables.
Given theRISS, the RUSS is uniquely defined. Each of
the communication pairs can choose itsd-dimensional useful
signal space within thisKd-dimensionalRUSS. Choosing a
d-dimensional subspace in aKd-dimensional subspace results
in (Kd−d)d free variables. There areK pairs, hence,K(Kd−
d)d free variables in choosing the subspacesRUSSj within
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RUSS. The RUSSj of the node pair(j, j + K) should be
linearly independent of the subspace spanned by the union of
the useful subspaces of all the other node pairs. It will be
described in Section V that the choice ofRUSSj depends on
the channel matrices corresponding to the pair(j, j +K). As
the channel matrices of the pair(j, j +K) are assumed to be
independent of those of all the other pairs, the probability of
two pairs choosing the sameRUSSj is zero. This leads to

Mvr = (R −Kd)Kd+K(K − 1)d2. (12)

With this, the total number of variables is given by

Mv = Mvn+Mvr = 2K(N−d)d+(R−Kd)Kd+K(K−1)d2.
(13)

B. NumberMc of Constraints

Now we count the number of constraints in the system.
The constraints consider that the data streams transmitted by
each node pair shall be within its useful subspace at the relay
or within the common interference subspace, but not in the
useful subspace of the other pairs as described in Section III.
Now, consider one of thed data streams transmitted by node
j. RISS is of dimensionR−Kd andRUSSj is of dimension
d. Hence, the considered data stream from nodej should be
within the (R − Kd) + d-dimensional subspace formed by
RISS andRUSSj. This introducesR − ((R −Kd) + d) =
(K − 1)d constraints in the system. There ared data streams
per node and2K nodes in the system. Hence, the number of
constraints in the system is given by

Mc = 2K(K − 1)d2. (14)

C. Properness Condition

For a proper system, the number of variables should be
greater than or equal to the number of constraints in the system
i.e., Mv ≥ Mc. This leads to

2(N − d) +R+ d ≥ 2Kd. (15)

Eq. (15) implies that when two antennas are added to the
relay, one antenna can be removed from each of the2K nodes
and the system will still be proper. The feasibility conditions
derived in [20] and [17] are special cases of (15). In case of
N = d, (15) becomesR ≥ (2K− 1)d, which is the condition
for pair-aware transceive zero forcing [20]. In case ofR =
Kd, (15) becomesN ≥ (K+1)d

2 , which is the condition for
perfect signal alignment [17].

V. PROPOSEDPAIA A LGORITHM

In this section, an iterative algorithm and a closed form
solution to obtain partial signal alignment are proposed. In
order to achieve partial signal alignment, the matricesT,
Vj , andVj+K have to be chosen such that (8) is satisfied.
First, T is chosen such that signal alignment given by (8) is
feasible. FindingT is a bilinear problem. An iterative method
is proposed to find the solution. If the relays and the nodes
have certain numbers of antennas higher than the minimum
required numbers of antennas given by (15), then the problem
of finding T can be reformulated into a linear problem and,

hence, a closed form solution is possible. OnceT is known,
the precoding matricesVj and Vj+K can be calculated in
closed form.

In the following, some notations and definitions which
are needed for the algorithm description are introduced in
Section V-A. In Section V-B, the problem of partial signal
alignment is reformulated so that the calculation ofT becomes
a problem of finding the subspaceRISS intersecting with
several subspaces. An iterative algorithm and a closed form
solution to find theRISS are proposed in Section V-C, where
the condition for the applicability of the closed form solution
is also derived. After finding theRISS and henceT, the
precoding matrices of all nodes are obtained in Section V-D.

A. Notations and definitions

In this subsection, we introduce the definition of the inter-
section of two subspaces and the method to find the inter-
section subspace. The dimension of the intersection subspace
is derived. Also an extension to the intersection subspace of
many subspaces is given.

Let A1 and A2 denote twoF -dimensional subspaces in
an R-dimensional spaceW . The intersection of the two
subspacesA1 andA2 is defined as

A1 ∩A2 := {q ∈ W : q ∈ A1 andq ∈ A2} . (16)

In the following, if we say that two subspaces do not intersect,
we mean that their intersection subspace is of dimension 0.
Let the columns of the matricesA1 andA2 represent the basis
vectors of the subspacesA1 andA2, respectively. LetX be
a matrix of sizeF × I with 0 < I ≤ F . For an arbitrary
choice ofX with rank I, the productA1X gives a basis for
an I-dimensional subspace withinA1. Let A1X1 andA2X2

denote two bases for the intersection subspaceA1 ∩A2. Then

A1 ∩ A2 = span{A1X1} = span{A2X2} , (17)

whereX1 andX2 areF × I matrices of rankI, with I being
the dimension of the intersection subspace. If the span of two
subspaces is equal, then any basis for one subspace is also
a basis for the other subspace. Hence, we can choose bases
such thatA1X1 = A2X2. Therefore,

(
A1 −A2

)( X1

X2

)
= 0. (18)

The dimension of the null space of the matrix(A1 −A2)
gives the dimension of the intersection subspace and is given
by I ≥ 2F − R. In this paper, the subspacesA1 and A2

are defined by the matrices denoting the channel between the
transmitter and receiver nodes. As the channel coefficients
between different nodes are uncorrelated, with a probability
of one, the dimension of the intersection subspace is given
by I = 2F − R. In general, the intersection ofK suchF -
dimensional subspacesA1, A2, . . . , AK results in an intersec-
tion subspaceA1 ∩ A2 . . . ∩ AK of dimension

IK = KF − (K − 1)R. (19)
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B. Reformulation of Partial Signal Alignment

In this section, we reformulate the partial signal alignment
problem (8). Note thatRISS uniquely determinesRUSS and,
hence, uniquely determinesT. Therefore, our objective is to
chooseRISS in such a way that signal alignment given by (8)
is feasible. For the communication partners(j, j+K), let S rj

andSr(j+K) represent two subspaces spanned by the columns
of the channel matricesHrj and Hr(j+K), respectively. Let
Sj = Srj∪Sr(j+K). In our example in Figure 2, we haveK =
2 node pairs withN = 1 and their corresponding subspacesS1

andS2 are shown by the two vertical planes. In general,S j for
j = 1, 2, . . . ,K are2N -dimensional subspaces and the signals
of the node pairs(j, j +K) span a2d-dimensional subspace
in Sj . TheRUSSj corresponding to this pair is of dimension
d. Hence, to make sure that the signals from this pair do not
interfere with the signals from the other pairs,d dimensions
of the subspace corresponding to the signal received from this
pair should be within theRUSSj and the otherd dimensions
should be within theRISS. This means that theRISS has
to be chosen such that the intersection subspace betweenS j

andRISS is at leastd-dimensional. This needs to hold for
each pair(j, j + K) with j = 1, 2, . . . ,K. In Figure 2, the
dimension ofRISS is R−Kd = d = 1 and, hence,RISS is
directly obtained as the intersection subspace betweenS1 and
S2. However, in generalRISS is of dimensionR−Kd ≥ d
and the subspacesSj for j = 1, 2, . . . ,K do not need to
intersect with each other. OnlyRISS needs to intersect with
each of theK subspacesSj . Thus, the problem of determining
T that makes (8) feasible is reformulated as the problem of
finding RISS that has at least ad-dimensional intersection
subspace with each of the subspacesSj for j = 1, 2, . . . ,K.

C. RISS - Relay Receive Interference Subspace

Iterative Method: For the iterative method, we intro-
duce the following terminology. LetRISSj denote thed-
dimensional intersection subspace betweenRISS andSj for
j = 1, 2, . . . ,K. Thus,RISSj is ad-dimensional subspace of
bothRISS andSj , i.e.,RISSj ⊆ RISS andRISSj ⊆ Sj .
Furthermore, the square of the Frobenius norm of the pro-
jection of the orthonormal basis vectors of a subspaceA
on a subspaceB is termed similarity measure of(A,B).
This similarity measure of(A,B) is inversely related to the
minimum principal angle between the subspacesA and B.
Assume that the dimension ofA is smaller than or equal to
that of B. If A ⊆ B, then the similarity measure takes its
maximum value, which is equal to the dimension ofA. In
this case, the minimum principal angle betweenA andB is
zero.

The basic idea of the iterative method for findingRISS is
the following. Initially, we arbitrarily choose an(R − Kd)-
dimensional subspaceRISS (0). Then, in iteration stepm, first
we find a numberK of d-dimensional subspacesRISS

(m)
j ⊆

Sj , for j = 1, 2, . . . ,K, such that theK similarity measures
of (RISS

(m)
j , RISS(m−1)) for j = 1, 2, . . . ,K are maxi-

mized. This is equivalent to maximizing the sum of theK
similarity measures. Note thatRISS

(m)
j for j = 1, 2, . . . ,K

is chosen as ad-dimensional subspace ofSj , but in general
is not yet ad-dimensional subspace ofRISS (m−1), so all

or some of theK similarity measures will be smaller than
d before convergence of the iterative algorithm. Secondly,
in iteration stepm, we find a new(R − Kd)-dimensional
subspaceRISS(m) such that the sum of theK similarity
measures of(RISS

(m)
j , RISS(m)) for j = 1, 2, . . . ,K is

maximized. These two operations are repeated iteratively. As
in each iteration, the sum of theK similarity measures is
maximized, the subspacesRISS

(m)
j j = 1, 2, . . . ,K and

RISS(m) will move in such directions that for increasingm,
all RISS

(m)
j , j = 1, 2, . . . ,K will finally be d-dimensional

subspaces ofRISS(m) and the sum of the similarity measures
will converge to the valueKd.

Now we will give the mathematical description of the
iterative algorithm. Let the columns of the unitary matrixS j

of sizeR × 2N denote a basis ofSj . SinceRISS
(m)
j ⊆ Sj ,

there exists a unitary matrixX(m)
j of size2N ×d and rankd,

such that the columns of the productSjX
(m)
j give a basis of

RISS
(m)
j . Let the columns of the unitary matrixZ(m) of size

R × (R −Kd) denote a basis ofRISS(m). Initially, Z(0) is
chosen to be an arbitrary(R−Kd)-dimensional subspace. In
themth iteration step, the sum of the squares of the Frobenius
norms of the projection ofSjX

(m)
j on Z(m−1) is denoted by

p(m,1) :=

K∑

j=1

trace
(
X

(m)H
j SH

j Z
(m−1)Z(m−1)HSjX

(m)
j

)
.

(20)
For Z(m−1) determined in the(m− 1)th iteration step,X(m)

j

which maximizes (20) is given by

X
(m)
j = λmax,d

(
SH
j Z

(m−1)Z(m−1)HSj

)
, (21)

whereλmax,d(.) represents the matrix containing as its columns
the eigenvectors corresponding to the firstd largest eigen-
values of the matrix within the brackets [21]. Using the
identity trace(AB) = trace(BA), the sum of theK similarity
measures of(RISS

(m)
j , RISS(m)) for j = 1, 2, . . . ,K can

be written as

p(m,2) = trace

⎛
⎝Z(m)H

K∑

j=1

(
SjX

(m)
j X

(m)H
j SH

j

)
Z(m)

⎞
⎠ .

(22)
Next, for givenX(m)

j , theZ(m) that maximizes (22) is given
by

Z(m) = λmax,(R−Kd)

⎛

⎝
K∑

j=1

SjX
(m)
j X

(m)H
j SH

j

⎞

⎠ (23)

[21]. (21) and (23) are repeated iteratively until convergence.
Finally, the span of the matrixZ givesRISS. RISS uniquely
determines the matrixT and T can be calculated asT =
null

(
ZH

)
.

As SjXj and Z are unitary matrices, the sum of theK
similarity measures is upper bounded byKd. In each iteration
step, the sum of theK similarity measures is maximized and,
hence, the algorithm converges. However, due to the non-
concave nature of the problem, convergence to the global
maximum cannot be guaranteed. From the simulations, it is
observed that iteratively optimizingX(m)

j and Z(m) using
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(21) and (23), the value of the objective function typically
converges toKd and, hence, the algorithm converges toRISS
andRISSj.

Closed Form Solution: In this section, the closed form so-
lution to find theRISS and the condition for the applicability
of the closed form solution are derived.

For illustration, consider the example in Figure 2 withK =
2, N = 1, R = 3, andd = 1. In this example,RISS is of
dimensionR−Kd = d = 1 andRISS should have ad = 1
dimensional intersection with each of the2N = 2 dimensional
subspacesS1 andS2. Hence,RISS can be found directly by
determining the intersection ofS1 andS2.

In general,RISS can be of dimensionR −Kd ≥ d. For
simplicity of the following notation, assumeR − Kd is an
integer multiple ofd, say R − Kd = nd, n ∈ N, andK
is an integer multiple ofn, sayK = K0n,K0 ∈ N. For an
RISS of dimensionR − Kd > d, it is not necessary that
all the K subspacesSj for j = 1, 2, . . . ,K have a common
d-dimensional intersection subspace. Our task is to find aR−
Kd = nd dimensionalRISS that has at least ad-dimensional
intersection subspace with each of theK subspacesSj for j =
1, 2, . . . ,K. In this section, we propose one possible approach
to achieve this. First we split up theK subspacesSj for j =
1, 2, . . . ,K into n disjoint groups withK0 = K

n
subspaces in

each group. Then disjoint groups can be formed arbitrarily.
With (19), the dimension of the intersection subspace of all
the K0 subspaces of a certain group is given by2NK0 −
(K0 − 1)R. In the following, we want to guarantee that the
intersection subspace of all theK0 subspaces of a group is at
leastd-dimensional, and to this purpose the condition

2NK0 − (K0 − 1)R ≥ d (24)

has to hold. Forτ = 1, 2, . . . n, we define IS (d)
τ as an

arbitraryd-dimensional subspace of the intersection of all the
K0 subspaces in the corresponding groupτ . Then theRISS
can be found as the union of allIS (d)

τ for τ = 1, 2, . . . n, i.e.,

RISS =

n⋃

τ=1

IS(d)
τ . (25)

By its construction, thisRISS is guaranteed to have an
at least d-dimensional intersection with eachSj for j =
1, 2, . . . ,K. For theRISS to have ad-dimensional intersec-
tion subspace with each of theK subspaces, (24) needs to
be true for all then groups. Hence, multiplying (24) on both
sides withn leads to the condition

2NK − (K − n)R ≥ nd. (26)

Note that (26) is more strict than (15) and hence, the closed
form solution is possible only if the nodes and/or the relays
have more antennas than required by the properness condition
(15).

Remark 1:Note that for the caseR−Kd = d, there is only
a single group, i.e.,n = 1. In this case, both (26) and the
properness condition of (15) yield the same result,2N + d ≥
R. Therefore, for the caseR − Kd = d, the closed form
solution is possible whenever the system is proper. In this
case, the properness condition is also a sufficient condition.

Remark 2:If R−Kd is not an integer multiple ofd, then
one approach is to form only an integer number

⌊
R−Kd

d

⌋

of groups. This means, only a
(⌊

R−Kd
d

⌋
d
)
-dimensional sub-

space of theRISS will be considered to guarantee an
at least d-dimensional intersection subspace with each of
the K subspacesSj for j = 1, 2, . . . ,K. The remaining(
(R −Kd)− (

⌊
R−Kd

d

⌋
Kd)

)
-dimensional subspace of the

RISS will be arbitrarily chosen.
Remark 3:If K is not an integer multiple ofn, then the

arbitrarily chosen disjoint groups will have a different number
of subspaces and not the same numberK0.

D. Precoding Matrices

In Section V-C, theRISS has been determined either in
closed form or through the iterative method. In this section,
the precoding matricesVj andVj+K are obtained in closed
form. In Figure 2,N = d = 1 and hence, the projection of
the received signals on theRUSS results in partial signal
alignment. However, in general, the precoding matrices need
to be chosen such that partial signal alignment is achieved.
Consider the node pair(j, j + K). The RISS calculated in
the subsection V-C has an at leastd-dimensional intersection
subspace with the subspaceSj. Let RISS

(d)
j denote an

arbitraryd-dimensional subspace in the intersection subspace.
Recollect from Section V-B thatSj = Srj ∪ Sr(j+K).

Now we need to choose ad-dimensional subspace from
Srj and ad-dimensional subspace fromS r(j+K) such that the
corresponding2d-dimensional subspace inS j includes thed-
dimensional intersection subspaceRISS

(d)
j . Let the columns

of the matrixZj of sizeR× d span the intersection subspace
RISS

(d)
j ⊆ (RISS ∩ Sj). The columns of the matrices

HrjVj andHr(j+K)Vj+K span thed-dimensional subspaces
chosen fromSrj andSr(j+K), respectively. Then the subspace
spanned by the columns of

[
HrjVj Hr(j+K)Vj+K

]
has to

containZj . This can be written as

Zj = HrjVj +Hr(j+K)Vj+K . (27)

Since by design,RISSj
(d) ⊆

(
Srj ∪ Sr(j+K)

)
, the above

equation has a unique solution for a givenRISS j
(d) and

choosing a differentRISS
(d)
j ⊆ RISSj will result in another

solution. In addition, the nodesj andj+K can transmit in any
direction spanned by the columns of the matrixV j andVj+k,
respectively. The direction can be chosen such that some utility
function is maximized and this optimization is left for future
work.

VI. PERFORMANCEANALYSIS

In this section, the sum rate performance of the PAIA
scheme is compared with a conventional multi-user two-way
relaying scheme based on [20]. Also, the leakage interference
at the receiver is plotted to show that the proposed methods
converge to interference alignment solutions.

Let P denote the transmit power at each of the nodes. The
relay has a transmit powerKP . The noise power at each
node is assumed to be the same and is denoted byσ 2

k =
σ2

r = σ2. The channel matrices corresponding to the channel
between the nodes and the relay are generated randomly using
the i.i.d. frequency flat Rayleigh MIMO Channel Model [22]
and channel reciprocity is assumed. The channel matrices are
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TABLE I
SIMULATION SCENARIOS

Scenario Name d R N K

A 1 5 2 4
B 1 9 3 7
C 2 10 4 4
D 2 12 5 5
E 3 17 5 4

normalized such that the average received power is the same as
the average transmit power. Five different simulation scenarios
are considered as shown in Table I.

In scenario A,R = 5 and N = 2. According to (15),
at mostK = 4 pairs can be served interference-free. From
(26), the closed form solution for PAIA is possible. In the
reference scheme, using the idea of pair-wise transceive zero
forcing [20], at most three pairs can be served at the same time.
The multiple antennas at the nodes are utilized to transmit
the data streams in the direction corresponding to the largest
singular value. Time Division Multiple Access (TDMA) is
assumed between different sets of pairs in order to serve all
the four pairs. Figure 3 shows the sum rate performance as
a function ofP/σ2. It can be seen that the proposed PAIA
(PAIA A) scheme performs better than the reference scheme
(pairAwareZF A) at high SNR. This is due to the fact that
the PAIA scheme utilizes the antennas at the relay and at the
nodes to maximize the number of transmitted data streams and
does not care about the useful signal power in theRUSS. In
the reference scheme, the multiple antennas at the transmitters
are used to maximize the received signal power and, hence, it
performs better at low SNR.

In scenario B,N = 3 and R = 9. According to (15),
at mostK = 7 pairs can be served interference-free. The
closed form solution cannot be determined, as this scenario
does not satisfy (26). The iterative method proposed in Section
V-C can be used to find the interference alignment solution.
In the reference scheme, only five user pairs can be served
interference-free and TDMA is assumed between different sets
of node pairs in order to serve all the seven pairs. Figure 3
shows that the PAIA scheme performs better than the reference
scheme at high SNR.

In Figure 4, three different scenarios C, D and E for the
cased > 1 are considered. 8, 10 and 12 DoF (total number
of interference free data streams transmitted per time slot) are
achieved in the scenarios C, D and E, respectively. One can
clearly see in Figure 4 that at high SNR values, the slope
of the curves corresponds to the DoF achieved. Till 40 dB,
the achieved sum rate of PAIAD is better than that of the
PAIA E. This is due to the fact that the nodes have a total
transmit power constraint. Hence, an overall transmit power
of 5P is available for transmitting 10 data streams in case of
PAIA D, whereas an overall transmit power of4P is available
for transmitting 12 data streams in case of PAIAE.

Figure 5 shows the normalized leakage interference power
at the receiver versus the total number of data streams for
all the five scenarios. This way of displaying the result is
the same as in [10]. On the abscissa, DoF+0 corresponds
to the maximum DoF achievable as defined by (15). DoF+1
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and DoF+2 represent the cases when 1 and 2 additional
data streams, respectively, are transmitted per channel use.
The iterative scheme proposed in this paper is used for the
simulation. Note that the number of non-zero eigen-values in
each step of the iterative scheme is limited by the dimension
of RISS. Hence, if the number of data streams transmitted
by any of the node pairs is increased to a value which is larger
than the dimension ofRISS, then the least squares solutions
for (8) and (9) are used for the additional data streams. Figure
5 shows that for the case DoF+0, the leakage power is zero.
By increasing the number of data streams per channel use
by 1 or 2, the leakage interference at the receiver increases.
This shows that the properness of the system typically is the
sufficient condition for partial signal alignment.

VII. C ONCLUSION

In this paper, a new scheme called Pair-Aware Interference
Alignment (PAIA) has been proposed to achieve interference
alignment in a multi-user two-way relay network. Taking
into account that each node can cancel its self-interference
perfectly, the interference alignment is done in three steps,
namely, partial signal alignment and partial channel alignment
followed by transceive zero forcing. The condition for the
properness of the system2Kd ≤ 2(N − d) +R+ d has been
derived. An iterative method to achieve the interference align-
ment solution has been proposed. For2KN−(K−n)R ≥ nd,
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also a closed form solution is given. Through simulations, it
has been shown that the properness condition typically gives
the sufficient condition for PAIA. It is also shown that the
proposed PAIA scheme outperforms conventional schemes at
high SNR.
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